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This slide shown without permission from Torre’s slide deck here: 
https://indico.cern.ch/event/1587990/contributions/6692003/attachments/3137737/5567974/Slides.pdf 

Latency of 
interest: Time 
between 
interaction in 
experiment 
reconstructed 
event at E1 
sites.

Assume the 
time it takes to 
get into STF 
buffer is << than 
total latency for 
Fast Monitoring

Latency

https://indico.cern.ch/event/1587990/contributions/6692003/attachments/3137737/5567974/Slides.pdf


The ePIC Streaming Computing Model Version 2, Fall 2024
https://zenodo.org/records/14675920 

Prompt/Fast monitoring is the more 
stringent requirement

Full recon is planned on the calibration 
timescale of weeks

https://zenodo.org/records/14675920


Torre’s ePIC Prompt Processing Orchestration Spreadsheet:
https://docs.google.com/spreadsheets/d/1H7jtsPd0YDIdR10u-SALgu-hTuEsbCSNYz60Qs4YMHs/edit?gid=0#gid=0 

https://docs.google.com/spreadsheets/d/1H7jtsPd0YDIdR10u-SALgu-hTuEsbCSNYz60Qs4YMHs/edit?gid=0#gid=0


Torre’s ePIC Prompt Processing Orchestration Spreadsheet:
https://docs.google.com/spreadsheets/d/1H7jtsPd0YDIdR10u-SALgu-hTuEsbCSNYz60Qs4YMHs/edit?gid=0#gid=0 

The value of the processing time target affects:

1. E0 to E1 Network latency requirement

2. Amount of compute needed for Fast Monitoring

https://docs.google.com/spreadsheets/d/1H7jtsPd0YDIdR10u-SALgu-hTuEsbCSNYz60Qs4YMHs/edit?gid=0#gid=0


Echelon 0 -> 1

Considerations:

1. What is the timescale for gleaning insights from the data stream?
a. How many events are needed to monitor a property?
b. How much beam time is needed to produce that many events?
c. Are we monitoring 100% of events, or some fraction?

2. What actions can be taken on that timescale?
a. Adjustments to beam(s) (e.g. steering, luminosity)?
b. Adjustments to DAQ (e.g. thresholds, time offsets)?
c. Adjustments to Detector (e.g. LV,HV)?

3. Who implements the action?
a. Human?
b. Computer?

E0 to E1 Latency is driven by the time it takes to produce actionable information plus the time to implement the action.



Backups



Timing

● Timing system jitter: 5ps
● Best detector timing resolution: 20-30ps
● Bunch crossing rate: 98.5MHz
● Interaction rate: <=500kHz
● DAM Boards (streams): 95
● Time frame(TF): 0.6ms
● Super Time Frame(STF): 1000 TFs = 0.6s

○ ~45k events of interest/STF
○ ~19 hrs/core/STF to process


