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Met all bottom-line objectives.

GitHub links:

- IPv4 traffic counter

- K8s e2sar perf on Fabric

Collect the ingress traffic at 

sub-second level on the 

"nvidarm"  host CPU. Passed 

the `iperf3` stress test up to 
98.5 Gbps TCP traffic.

Deploy `e2sar_perf` on 2 Fabric nodes with K8s headless configuration.

https://github.com/cissieAB/tc-metric/tree/main/tc_traffic_counter
https://github.com/cissieAB/DPU_K8s/blob/main/FabricPortal_tests/kubernetes_multi-nodes.ipynb
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• Further code development. Talked to the HPDF tech lead and the 

software design lead @ LBNL and collected feedback.
• HPDF is in CD1 design phase without detailed application-level use cases.

• The HPDF SW will heavily depend on vendor or communities.

• EJFAT and E2SAR should not be declared as the HPDF effort.

• Suggestion: work towards a debug tool or visualization effort.

• Future funding opportunity. LAB 25-3520 call. Collaborate with LBNL 

on AI-driven automated scientific data lifecycle management.
• 5-year project. LOI accepted. Full proposal ddl: May-13.

• Ilya Baldin leads the JLab effort. Propose 50% of my time from Sep-2025.

• DPU/hardware acceleration is proposed by LBNL researchers.

• High resolution data center telemetry is also proposed by LBNL.

• Community outreach: Confab25 (April). AI4OPs discussion with the 

LCF scientists.

• Hardware purchase: NVIDIA BlueField3 DPU. Amitoj Singh helped to 

set up a purchase quote. Met NVIDIA people to discuss the use cases.
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Cissie 50% --> 100% since April 2025
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