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AI in Nuclear Physics - Grand Challenges*

❖ Harness the physics program of the Electron Ion Collider (EIC)
➢ AI/ML will help guarantee maximum science output from the EIC

❖ Realize the science potential of FRIB
➢ A variety of AI/ML tools will be developed to address specific needs including beam generation, event 

characterization, detector response, experiment optimization, and data analysis

❖ Event Reconstruction in Nuclear Physics
➢ AI techniques for reconstruction of tracks in time projection chambers at FRIB, and for heavy ion 

collisions

❖ Improve Tracking Algorithms
➢ AI/ML to significantly improve tracking at all NP accelerator facilities

❖ Particle Identification 
➢ AI/ML to complement existing Monte Carlo methods for PID

➢ Gamma-Ray Energy Tracking Array (GRETA): AI/ML to reconstruct the pat of multiple gamma rays from 
measured interaction positions and deposited energies

Community activities / 
perspectives related to EIC
☐ 2020 ASCAC Subcommittee on 
AI for Science
☐ EIC Yellow Report (Nucl. Phys. A 
1026 (2022) 12247)
☐ 2023 NSAC Long-Range Plan
☐ AI4EIC (C. Allaire, C. Fanelli, ..., 
T. Horn, et al., Comp. & Softw. For 
Big Science 8 (2024) 1, 5)

Next generation QCD 
experiments like EIC can 
integrate AI from the start

*From Town Hall Meetings 2019/2020 2



Autonomous vehicles

Security

Home automation

Assistance

Entertainment 
Health 

AI-Powered POS 

Generative AI Gen AI is revolutionizing how we work, communicate, and innovate across nearly every 
field. Can create new content—text, images, code, or even data

AI/ML is Ubiquitous
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The AI4EIC WG
● AI/ML is becoming ubiquitous also in NP. As shown in M. Diefenthaler’s report on the ePIC SW & Computing WG, 

AI is playing a key role in empowering data processing, analysis and enabling autonomous experimentation and 
control. 

https://www.eicug.org/content/wg.html

● AI is a rapidly evolving field. AI4EIC acts as both a catalyst and an incubator for ideas, demonstrating how 
cutting-edge AI techniques can be applied to advance EIC science. E.g., 

○ How can generative AI contribute to the EIC science?

○ How do we deal with uncertainty quantification?

● The entry point, eic.ai, is structured in such a way to track all AI4EIC events (workshops, hackathons, tutorials, 
meetings). Projects and AI/ML software repositories are included in a resource-hub webpage. The website contains 
also a living review of AI-related papers for the EIC science and also features spotlights on impactful works.    
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Generative AI for EIC: Cherenkov
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hpDIRC

1. High-Fidelity Fast Simulation:
Developed generative models capable of producing photon hit distributions with fidelity comparable 
to Geant4, but at a fraction of the computational cost—critical given the expense of tracking optical 
photons through complex geometries.
J. Giroux, M. Martinez, CF "Generative Models for Fast Simulation of Cherenkov Detectors at the Electron-Ion Collider." 
arXiv:2504.19042 (2025). — submitted Machine Learning: Science and Technology [link]

2. Enhanced Particle Identification:
Achieved competitive PID performance across the full detector phase space, with significantly 
reduced computational time—O(10us/track)—compared to traditional methods
CF, J. Giroux, and J. Stevens. "Deep (er) reconstruction of imaging Cherenkov detectors with swin transformers and normalizing flow 
models." Machine Learning: Science and Technology 6.1 (2025): 015028. [link]

high fidelity (whole phase-space)

3. Towards Foundation Models for Cherenkov Detectors:
Recently introduced a unified model architecture capable of performing both reconstruction and 
fast simulation, enabling simultaneous achievement of (1) and (2) within a single framework. 
J. Giroux, CF, "Towards Foundation Models for Experimental Readout Systems Combining Discrete and Continuous Data." 
arXiv:2505.08736 (2025). [link]

data as sequences of tokens

Flow-based

Transformer-based

https://github.com/orgs/ai4eic/repositories

Ongoing collaboration 
with the ePIC DIRC WG

https://arxiv.org/abs/2504.19042
https://iopscience.iop.org/article/10.1088/2632-2153/ada8f4/meta
https://arxiv.org/abs/2505.08736
https://github.com/orgs/ai4eic/repositories


Generative AI for EIC: RAG Agent
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What is Retrieval Augmented Generation (RAG)?
● Access up to date information without explicitly training of LLM.
● Reduce “Hallucination” of LLM. 
● Grounding LLM to truth to increase reliability by providing citations.

External 
KnowledgeWhy need RAG for Large Scale Physics Experiments?

● EIC large scale experiment (e.g., EICUG ~1,500 users, ePIC 180 institutions) 
● Regular updates to documents, Wiki etc; Tot document size ~ scale of experiment
● Newbies may take months to get to know the full experimental details

“Ingestion” of data 
● Creation of vectorized knowledge base
● Every node below influence RAG performance
● 200+ recent arXiv papers on EIC (since 2021) “Inference”

● Given a prompt compute similarity index to most similar vectors in VectorDB
● Use LLM to further narrow down and summarize the finding

(source code)  https://github.com/ai4eic/EIC-RAG-Project 

(agent)  https://rags4eic-ai4eic.streamlit.app/RAG-ChatBot

K. Suresh, et al "Towards a RAG-based summarization for the Electron Ion Collider." JINST 19.07 (2024): C07006.
ATLAS (LHC) also working in this direction. See ChATLAS, D. Murnane et al, presented at AI4EIC,  6

https://www.eicug.org/content/map.html
https://github.com/ai4eic/EIC-RAG-Project
https://rags4eic-ai4eic.streamlit.app/RAG-ChatBot
https://indico.bnl.gov/event/19560/contributions/83300/attachments/51306/87732/Chatlas%20Overview.pdf


● AI4EIC Collaboration with Ramaiah University, Data Science (India)

○ B.Sc. thesis by Tina J Jat (supervised by Tapasi Ghosh, in collaboration with AI4EIC) – This 
project advances prior OpenAI-based work by developing a fully open-source RAG pipeline 
for the EIC, using LLaMA 3.2/3.3 and mxbai-embed-large. With a local vector database, it 
ensures data privacy, avoids external sharing, and remains cost-effective.

● Now EIC RAG works with open source models within olamma. We are working on moving 
towards agentic workflow

● Topical Meeting: a topical meeting will take place between July 30, 2025, 11am EST 
(https://indico.bnl.gov/event/28948/)

● Workfest@AI4EIC2025: A workfest on AI agents for EIC will take place during the AI4EIC 
workshop at MIT, October 27-30, 2025.

(source code) https://github.com/ai4eic/EIC-RAG-Project 

(agent) https://rags4eic-ai4eic.streamlit.app/RAG-ChatBot 7

Generative AI for EIC: RAG Agent Community Effort

https://indico.bnl.gov/event/28948/
https://github.com/ai4eic/EIC-RAG-Project
https://rags4eic-ai4eic.streamlit.app/RAG-ChatBot


ML-enabled Kinematics Reconstruction (with 
UQ)
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Ground truth
(Nature)

Ideal Case
CF, J. Giroux Mach. Learn.: Sci. Technol. 5 015017 (2024)

See foundational work by: 
M. Diefenthaler et al., EPJ C 82.11 (2022): 1064; Arratia et al., NIM-A 1025 (2022): 166164
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AI for Detector Design

J. Crafts, R. Fatemi. Horn, D. Kalinkin, JINST 19 C05049 
(AI4EIC proceeding)

Performance Optimization for a Scintillating Glass EM Calorimeter for Detector 2

AI for Design used for several sub-detector systems

(right) Performance Optimization for a Scintillating Glass EM 
Calorimeter for Detector 2

● Beyond pure geometrical optimization 

● 2-objectives (multi-objective) optimization 

● Genetic algorithms and Bayesian optimization

A project to develop a framework for a scalable and distributed 
AI-assisted detector design and optimization for high complexity 
problems is also underway

● Advance SOTA of MOO 
● Development of suite of data science tools for 

interactive navigation of Pareto front 
● Leverage and adapt cutting-edge workload 

management systems   

https://ai4eicdetopt.pythonanywhere.com/

MOO, Distributed, Scalable M. Diefenthaler et al (AID2E Collaboration) 2024 JINST 19 C07001

https://ai4eicdetopt.pythonanywhere.com/
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AI for Tracking and Event Classification

● Quasi-real photoproduction measurements involve tracking 
scattered electrons at small angles relative to the beamline in a 
backward electron tagger

● Due to high flux of electrons from bremsstrahlung process, the 
tracking detector systems experience high occupancy

● GNN-based Object Condensation methods use for track building:

○ Avoid “looping” over high order of hit combinations

Cut on primary 
classification response

S. Gardner et al 2024 JINST 19 C05052 (AI4EIC proceeding)

● Normalizing Flows for domain adaptation when identifying Λ hyperon 
events 

● Used GNN to classify signal/background events 

R. Kelleher et al 2024 JINST 19.06 C06020 (AI4EIC proceeding)
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AI applications for real time event processing 

See other contributions at the joint session between SRO XII and AI4EIC, https://indico.bnl.gov/event/24286/

● Fast Data Processing and Autonomous Detector Control for sPHENIX and Future EIC Detectors 
Identify D/B hadrons with real-time ML

● Topology of D/B decays
● Monitor collision vertex
● Feedback for improvement

The challenges:
Very high p+p collision rate: ~3MHz

Low rate of rare signals: ~150Hz (beauty for eg) 

Limited DAQ trigger bandwidth: ~15 kHz 

 (or 0.5% of p+p collisions)

No effective conventional triggers available  J. Kvapil et al, JINST 19.02 (2024): 
C02066.

● Machine learning on FPGA for event selection at JLab

F. Barbosa et al, IEEE Trans. Nucl. Sci. 70 (2023) 6, 
960-965
S. Furletov, JINST 17 (2022) 06, C06009 (AI4EIC 
proceeding)

ML on FPGA

AI algorithms on FPGA:
● GNN for pattern recognition
● DNN/LSTM track fitting
● DNN for PID 
● VAE for calorimetry 

Calo reconstructionGEM TRD

https://indico.bnl.gov/event/24286/


DOE Recognition of AI4EIC 
● The AI Working Group within the EICUG has 

gained notable recognition in recent DOE 
Funding Opportunity Announcements, 
underscoring the growing impact of our efforts on 
supporting the future of EIC science with AI/ML

● Highlighted in two consecutive FOAs 
DE-FOA-0002875 (2023) and DE-FOA-0003845 
(2025) both reference the AI4EIC workshops, 
emphasizing our role in addressing how AI/ML 
might contribute to advance the research, design, 
and operation of the future EIC.

● Recognition reflects the DOE’s alignment with 
EICUG’s vision to integrate AI/ML with 
experimental data analysis and high-performance 
computing in nuclear physics.

DE-FOA-0002875 (deadline: Jan 11, 2023; award ceiling $2M/year)
Artificial Intelligence and Machine Learning For Autonomous Optimization and Control of 
Accelerators and Detectors

DE-FOA-0003845 (deadline: Jan 14, 2025; lab award ceiling $3.5M/year)
Artificial Intelligence and Machine Learning Applied to Nuclear Science and Technology

These mentions affirm our trajectory and provide momentum for continued cross-disciplinary collaboration and future 
funding opportunities.
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https://science.osti.gov/-/media/grants/pdf/foas/2023/SC_FOA_0002875.pdf
https://grants.gov/search-results-detail/356713


AI4EIC Workshops

https://eic.ai/workshops

● 5 workshops organized or co-organized by the AI4EIC WG. In the last 12 months 
we contributed to organize the joint session with the Streaming Readout at the 
Streaming Readout Workshop SRO-XII held in Tokyo Dec 2024, and we are 
currently organizing the 4th AI4EIC workshop that will be held at MIT supported by 
the Institute for Artificial Intelligence and Fundamental Interactions (IAIFI)   

Past Editions

MIT/IAIFI (2025)

CFNS (2021)

W&M (2022)

CUA (2023)

+AI4EIC (2024)

average 200+ participants 

40 contributions overall, with 1:4 on AI/ML in SRO.
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2025 AI4EIC Workshop @MIT/IAIFI

indico.bnl.gov/event/AI4EIC2025 

October 27-30, 2025
● 2 sessions per day - AI4EIC 

2025 will feature invited talks 
and selected abstract 
contributions.

● Abstract submission (1 page 
max, figures can be included) 
is now open.

● Proceedings will be 
published in the Journal of 
Instrumentation. 

● Workfest: the workshop will 
host satellite events such as 
a focused workfest on AI 
agents for EIC applications, 
organized by the AI4EIC 
working group.
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http://indico.bnl.gov/event/AI4EIC2025


AI4EIC Publications

https://eic.ai/living-review 

14 citations (INSPIRE-HEP)

2022*
2024*

2024

*(not full list; 20+)

AI4EIC 2025 Abstract submission now open 
(1 page max, figures can be included) 

https://indico.bnl.gov/event/28082/abstracts/
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https://eic.ai/living-review
https://indico.bnl.gov/event/28082/abstracts/


Spotlight on AI/ML for EIC Science

Full list can be found here: 
https://eic.ai/spotlight 

● This spotlight features a curated 
selection of the most influential 
papers per year that showcase 
cutting-edge applications of AI and 
ML to EIC science. 

● These works represent milestones 
in the integration of modern 
computational techniques into 
experimental and theoretical efforts 
within the EIC community. We 
highlight these papers for their 
innovation, impact, and potential to 
guide future research in EIC.

● A sub-committee within AI4EIC is 
appointed to select the spotlights

16

https://eic.ai/spotlight


Impact of AI4EIC Initiatives: Examples

AI4EIC hackathon
(ML for Cherenkov 

detectors)

(2022)

Inspired development of 
ML algorithms for 

Cherenkov detectors

dataset

CHEP 
proceeding

(2024)

Mach. Learn.: Sci. Technol. 6 015028

(2025)

AI4EIC hackathon
(LLM for EIC 

Science)

(2023)

(2024)
JINST 

proceeding

RAG4EIC Project

JINST 19.07 (2024): C07006.
https://github.com/ai4eic/EIC-RAG-Project
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The seeds planted through AI4EIC initiatives continue to bear fruit over the years, giving rise to follow-up research and publications 

https://iopscience.iop.org/article/10.1088/2632-2153/ada8f4


Summary

● Active Engagement and Events
○ Overall organized four AI4EIC workshop (+tutorials and hackathons), plus a joint event with Streaming Readout in 

December 2024; and also contributing to joint workshops with APS DNP
○ AI4EIC workshops have become a pivotal venue in the NP community, recognized by federal agencies in their 

Funding Opportunity Announcements.
○ A workshop at MIT/IAIFI is upcoming (October 27-30, 2025) http://indico.bnl.gov/event/AI4EIC2025

● Successful Hackathon Events
○ AI4EIC Hackathons have achieved remarkable success, fostering innovation and collaboration and new research 

papers. Software infrastructure developed by AI4EIC utilized by ePIC hackathon.

● Promoting AI/ML Literacy
○ Continued efforts to enhance AI/ML literacy within the EIC community, resulting in:

■ Editor of 23 JINST proceedings for the first and third workshops. More proceedings to come this year.
■ 2 hackathons documented in peer-reviewed papers.
■ 1 community paper on Computing and Software for Big Science published in 2024 with 14 citations.
■ Other AI4EIC contributions: APS DNP workshops; lecture series for summer school students (HUGS) 

● Topical Meetings and Innovative Projects
○ Covering cutting-edge topics and projects actively involving the AI4EIC community.

■ See, e.g., the repository on RAG-based summarization and upcoming meeting on July 30.

18https://eic.ai/

http://indico.bnl.gov/event/AI4EIC2025
https://eic.ai/
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Fast Simulation at EIC - hpDIRC
Architectures: Normalizing Flows (NF), Continuous Normalizing Flows (CNF), 
Conditional Flow Matching (CFM), Denoising Diffusion Probabilistic Models 
(DDPM), Score Based Generative Models (SB)

● Suite of SOTA Generative Models – Compare modern SOTA generative 
algorithms in the space of DIRC simulation

● Hit-Level Learning – Model conditioned on kinematic parameters (∣p∣,θ)

● Agnostic to Photon Yield – Ensure model independence from photon yield

● Abstract away Fixed Input Size – Address limitations with discrete 
distributions; data preprocessing transform DIRC readout (row, col) to (x,y) in 
mm and uniformly smear over PMT pixels

Simulation is fast - O(0.5)μs per hit (effective)

J. Giroux, James, M. Martinez, and CF. "Generative Models for Fast 
Simulation of Cherenkov Detectors at the Electron-Ion Collider." 
arXiv:2504.19042 (2025).

(hpDIRC standalone sim)

high fidelity

NFNF NF
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Foundation Models - hpDIRC
● Foundation Models capable of generalizing to multiple task

○ Pre-trained backbone structure (transformer based)

● Fine-tune to different tasks

○ Generation

○ Classification

○ Noise Filtering

● Represent hits in tokenized space

J. Giroux and C Fanelli  "Towards Foundation Models for 
Experimental Readout Systems Combining Discrete and 

Continuous Data." arXiv:2505.08736 (2025).

Github All code is open source and pre-trained 
models are provided.
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https://github.com/wmdataphys/FM4DIRC


Foundation Models - hpDIRC
● Fast simulation through next token prediction
● Directly learns variability in photon yield

○ Model conditioned on kinematic parameters (∣p∣,
θ)

○ No external modeling of photon yield required

● Class conditional (particle type) generation through a 
Mixture of Experts (MoE)

○ Previous works used independent models

(hpDIRC standalone sim)

high fidelity

Simulation is fast - O(0.02)s per track (effective) 22



Deep(er)RICH: Transformer-based PID

● Individual tracks do form “images” in optical 
boxes

○ Sparse point representations

● Possibility of overlapping hits
○ Same x,y - different times
○ Construct these as images as FIFO 
○ Tends to be low percentage of overlap

● Hierarchical Vision Transformer (Swin) - encoder style 
feature extraction

○ Windowed attention - higher throughput
● Combine information through CNN - utilize skip 

connections for different resolutions
● Inject kinematics as concatenated information to DNN

CF, J. Giroux, J. Stevens. “Deep(er)RICH" 
Machine Learning: Science and Technology 6.1 (2025): 015028.
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Takeaways
● Simulation

○ Order of magnitude faster than Geant4 - we have shown our algorithms (not FM) run extremely well on CPU

○ Simulation is easily usable by users without GPU - PID should use GPU for efficiency

○ Possibility to enable time-imaging - we can simulate PDF’s on the fly on GPU

● PID

○ Increased performance shown at GlueX

○ Also shown increased performance at hpDIRC (very preliminary)

○ Compute wise - Geometric LUT is cheap - but so are we on GPU - mainly depends if we can outperform 

● Foundation Model

○ Everything under one architecture - bulk of model remains identical - changes in final layer

○ More computationally intensive than previous models for simulation - requires GPU

○ PID is still very cheap and fast

○ Possibility for noise filtering - possibility of applications to high rate environments such as in the dRICH 
24



RAG4EIC 
Methods to evaluate RAG’s performance
● RAG Assessment Score (RAGAS)
● LLM as Judge[1]

Methods to improve RAG architecture
● Better chunking strategies. LaTeX Splitter, TWikiSplitter
● Metadata based filtering.
● Response Template fine-tuning. INSTRUCT tuning
● Model fine-tuning. Computationally costly.

● Towards Multimodal Agents: A multimodal AI assist in interpreting visual data, cross-referencing documentation, providing actionable 
insights in real time… 

[1] J. Saad-Falcon et al, ARES: An Automated Evaluation Framework for Retrieval-Augmented Generation Systems, arxiv:2311.09476v2 25

https://docs.ragas.io/en/latest/concepts/metrics/index.html
https://arxiv.org/pdf/2311.09476.pdf


Various RAG methods 
● Naive RAG:

○ Simple & Direct process

○ No refinement or optimization

○ High throughput but accurate for complex queries.

○ Use Case: Straight forward Q&A like shift info or look 
up tables

● Advanced RAG:

○ Adds Pre- and Post Retrieval accuracy (RAG4EIC)

○ Pre Retrieval contains Routing logic, Query rewriting 
and Query expansion

○ Post Retrieval contains Reranking, summary and fusion 
strategy for cohesive response

○ Use Case: Document Databases

● Modular RAG

○ Highly flexible and customizable with multiple interchangeable modules.

○ Enhanced by Graph RAG for structured, relation-aware retrieval.

○ Introduces the idea of Agentic workflows

○ Use Case: Complex reasoning and decision making tasks.Y. Gao et al., Retrieval-Augmented Generation for Large Language 
Models: A Survey arxiv:2312.10997 26

https://arxiv.org/pdf/2312.10997


Better than RAG… (Agentic RAG)
● Single Agent

○ A single LLM agent orchestrates tasks and 
leverages external tools for assistance.

○ Similar to Modular RAG where multiple tools can be 
coupled to a Single LLM.

● Network 

○ Multiple peer agents (Fine-tuned LLM) can 
communicate and collaborate using shared/specific 
tools. The entire workflow is usually optimized 
through RL

○ However, need to have specialized agents and 
model I/O bottleneck (with poor resource). Since 
any agent can collaborate with any other agent

○ Use case: During data taking agents monitor 
different sub detector systems and share insights in 
real time to raise alarm or report on data quality.

● Supervisor Agent

○ A central supervisor agent oversees and delegates 
tasks to specialized agent.

○ Optimizes workflow, with minimal dependency when 
adding new agents

○ Lower I/O bottleneck compared to Network setups but 
have higher task latency

○ Use case: Coordinating tasks like beam alignment and 
detector status.

H. Zhou et al., Multi-Agent Design: Optimizing Agents with Better Prompts and Topologies, arxiv:2502.02533v1 27

https://arxiv.org/pdf/2502.02533v1
https://arxiv.org/pdf/2502.02533v1
https://arxiv.org/pdf/2502.02533v1


Better than RAG… (Agentic RAG)
● The envisioned strategy for RAG4EIC is a hierarchical 

agent

● Hierarchical architecture, Open source Small Language 
Models (Llama3.2) with fine-tuning for agents.

● Langchain Toolkit for development

● Reduced Memory footprint of VectorDB – dynamic 
information retrieval from various sources.

RAG4EIC Work in progress (K. Suresh et al)

● Entire software stack housed within the 
infrastructure 

● Smaller models ideal for specialized 
tasks.
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Also an Ongoing HEP Effort

29Talk at AI4EIC-2023
An AI Assistant for the ATLAS Collaboration

https://indico.bnl.gov/event/19560/contributions/83300/attachments/51306/87732/Chatlas%20Overview.pdf


The ongoing AI4EIC Project:
Retrieval Augmented Generation using LLM pipeline 

30Talk at AI4EIC-2023
A Large Language Model-based Assistant for the Electron Ion Collder

https://indico.bnl.gov/event/19560/contributions/82240/


The ongoing AI4EIC Project: 
RAG application and evaluation

31Talk at AI4EIC-2023
A Large Language Model-based Assistant for the Electron Ion Collder

Check out the full trace of the pipeline in langsmith

Repository: https://github.com/ai4eic/EIC-RAG-Project
Web-Application: https://rags4eic-ai4eic.streamlit.app/

https://indico.bnl.gov/event/19560/contributions/82240/
https://smith.langchain.com/public/39b36dfc-a61c-4626-b811-ba9f4492912f/r/f42a4567-4bf6-4b55-8f21-0c6b18fe0a9d
https://github.com/ai4eic/EIC-RAG-Project
https://rags4eic-ai4eic.streamlit.app/


ELUQuant: Event-level UQ

Learn the Posterior over the weights

Access epistemic uncertainty through sampling MNF [1] layers

Access aleatoric as a function of regressed output [2]

Learn the regression transformation

Constrain the physics

https://github.com/wmdataphys/ELUQuant

Event-Level Uncertainty Quantification

CF, J. Giroux 2024 Mach. Learn.: Sci. Technol. 5 015017

[1] C Louizos, M Welling International Conference on Machine Learning; arXiv:1703.01961 Multiplicative Normalizing Flows for Variational Bayesian Neural Networks
[2] A. Kendall and Y. Gal. "What uncertainties do we need in Bayesian deep learning for computer vision?." Adv. Neural Inf. Process. 30 (2017).
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https://github.com/wmdataphys/ELUQuant


Aleatoric (ELUQ) vs RMS (other)

33



ELUQ vs DNN

● The RMS (MNF) roughly coincide with that of DNN as seen previously 

● The RMS (DNN) for x and y is larger at low y given the distributions are broader  

● The epistemic is systematically smaller than aleatoric component. 

● At large y, for x and y the total uncertainty (epistemic+aleatoric) close to RMS of DNN

34



All Methods Compared

● At low y, the RMS are typically larger due to “broader” distributions  

● DNN and MNF have smaller RMS over the whole y range compared to other methods (this was also the finding of 
NIM-A 1025 (2022): 166164)

○ “Our method outperforms other methods over a wide kinematics range”

○ “The RMS resolution for y and x increase at lower y, even for the DNN reconstruction. … This results … may 
be attributed to further acceptance, noise, or resolution effects that deteriorates the measurement of the HFS” 

— Reporting uncertainty at the level of the event for ELUQuant; RMS from other methods and also for ELUQuant for comparison with DNN 
— 

35



Leveraging Event-Level Information

● Removing events with large 
relative event-level uncertainty 
(with respect to the network 
prediction) improve the ratio to 
truth and reduce inaccuracy 

● Notice these cuts do not use 
any information at the ground 
truth level

● Bonus: this could be sensitive 
to anomalies. 

Represented the average uncertainty 
at the event-level in this plot 

—  In the plot above events with at least one among x,Q2, y
 with a relative uncertainty larger than a threshold are removed — 36



AI-assisted Detector Design

Provide a framework for an holistic optimization of the sub-detector system  
A complex problem with (i) multiple design parameters, driven by (ii) multiple objectives 

(e.g., detector response, physics-driven, costs) subject to (iii) constraints

● Benefits from rapid turnaround time from 
simulations to analysis of high-level 
reconstructed observables

● The EIC SW stack offers multiple features 
that facilitate AI-assisted design (e.g., 
modularity of simulation, reconstruction, 
analysis, easy access to design 
parameters, automated checks, etc.) 

● Leverages heterogeneous computing

Accurate simulations of the passage of particles or 
radiation through matter

Compute-intensive simulation pipelines

37



AI-assisted Detector Design @EIC

(i) Advance state of the art MOO 
complexity to accommodate a large 

number of objectives and explore usage of 
physics-inspired approaches

(ii) Development of suite of data science tools 
for interactive navigation of Pareto front 

(multi-dim design with multiple objectives)

(iii) Leverage cutting-edge workload 
management systems capable of 
operating at massive data and handle 
complex workflows

https://ai4eicdetopt.pythonanywhere.com/

[Link to complexity 
studies]

 M. Diefenthaler et al (AID2E Collaboration) 2024 JINST 19 C07001

● Examining solutions on the Pareto front of EIC detectors at different values of the budget can have great cost benefits
● A fractional improvement in the objectives translates to a more efficient use of beam time which will make up a majority of the cost of the EIC over its 

lifetime
 

Distributed, scalable!

38

https://ai4eicdetopt.pythonanywhere.com/
https://wandb.ai/phys-meets-ml/AID2E-Closure-1?workspace=user-karthik18495
https://wandb.ai/phys-meets-ml/AID2E-Closure-1?workspace=user-karthik18495


AID2E Applications
● Considering all the constraints as ePIC is in the process of finalizing engineering designs, we can select 

those sub-detectors that still have tunable parameters 

dual-RICH
● Mirror, sensor 

placement, gas, 
mirror material (lower 
costs material)...  

● PID performance, 
costs, …

Far-Forward ● B0 magnetic field map, distance between 
layers, central location of tracker  

● Momentum resolution, acceptance

 E. Cisbani et al 2020 JINST 15 P05009

● AID2E framework can support the design of a possible detector-2; it is also being used for other 
compute-intensive tasks, such as alignment and calibration
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Diffusion Models 
“Diffusion model approach to simulating electron-proton scattering events”

● Denoising Probabilistic Diffusion Models (DDPM)

● Image based representation of (NC) DIS events

○ Center-of-mass energy representative of EIC  s = (105 GeV)2 

○ Uniform pixelization of Cylindrical detector

● Pixel intensity represented as rescaled particle momentum

● PID represented through different channels (analogous to RGB image)

● Reconstruct high-level observables from generated images

Devlin, Peter, et al. "Diffusion model approach to simulating electron-proton scattering events." 
Physical Review D 110.1 (2024): 016030. 40

https://journals.aps.org/prd/pdf/10.1103/PhysRevD.110.016030

