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ID | Task status | Comments @ . . . -
Create prototype ERSAP configura- A CLAS12 example and "Hello World” ex- Major ngh|lghtS. TAL NUCLEAR PHYSICS
- ! = LA T W
MO1| tions for INDRA and CLAS12 test sys- ample have been placed in Github. INDRA s
tems has not been done yet i . . TEST DEMONSTRATES FULL DATA-STREAMING CAPABILITY OF CLAS12 FORWARD
Identity or capture SRO formatted data ) e Containerize GlueX online DETECTOR
ure SR £t 2 . ; :
. " . o Data was captured at various beam cur- On Thursday, May 16, a successful beam-test of a streaming readout system comprised of 24
from CLAS12 and INDRA test systems r(‘(nts frn:u C]LASI(Q on Dec. 17.’ INDRA ¢ Second CLAS12 Data Captu re data streams covering one-third of the CLAS12 Forward Detector was conducted. The data
MO02| with data t‘ag/ﬁltering capability (Ollt‘- v . - . exerCise were streamed from a real physics experiment that was running at various beam currents on
put data ready for further offline pro- data capture done using pulser inputs to DPPUI D I t the dual LD2-Pb target in Hall B as part of Run Group E. The data streamed directly from the
; data ready he \ s q -| 3
cessing) SAMPA setup. . B opm.en X front-end crates to the Data Center in CEBAF Center. It was captured to preserve the detailed
Evaluate existing solutions for config- SO R — (] DynamlC 110 monltorlng of time structure of the network traffic, so that it can be replayed in the same way during
MO03| uring and launching remote distributed J 8 il;i = - o processes from user Space acclc.ele;atotr-z::w:n t|me|§, v{hzq the beam Ij untava:‘lfable. Zhls;s 8 S|g|p|:|.cant a:qu\(anceTt:]ey:)n(:
%
processes W . PIC PODIO d t t . earlier tests that were limite: lln sF:ope an not performed under realistic conditions. e N
v I : : I ® e ata sent via demonstrated that full streaming is possible for the CLAS12 Forward Detector. Streaming
2 : E his has been done here:
Establish code repository(s), project ; FABRIC Testbed from CERN to readout systems are advanced systems that are able to collect and process all data generated
Mo4 site. anid imethod sl chaentation v https://github.com/JeffersonLab/SRO- 8 diff t sit us by the detector in real time, while traditional systems rely on highly specialized hardware to
4 ' ) RTDP Irrerent sites across select events of interest and discard the rest of the data.
MO5 Create stream splitter program for v Created for GlueX. (See text for details on \
°| EVIO or HIPO data formatted files HIPO) e Data Rate and Beam Rate vs. time )
: : Prototype tested using FABRIC testbed. - 180
‘reate stream splitter program for sim- o =
MO6 Create s l(d]'l) ﬂ? ner p!()gl:l.lll‘()! SHm: v Simulated ePIC data sent from CERN to 12 Dec- 2023 160
ulated data in PODIO for ePIC o~ . . =
8 different US sites. . i0 8
MOT Create VI'P emulator using files pro- Mostly done for raw data. Not started for g 10 ‘ 1208
- duced by stream splitter simulated data. Z 4 1oo§
C O T 0 3
Create controller program to synchro- Satisfied through alternate design using 3 e
MO8| . : i v . £ & 80 &
nize multiple VTP emulators synchronized system clocks. g g
Monitoring info. extracted as JSON 7. 60 3
M09 Determine appropriate schema for all records from both docker and /proc 40 g
: aspects of monitoring sources on Linux. Display in Grafana pro- 2 20
totyped, but not yet complete. o Lo
TR PTG N — - e —— 0 4 6 8 12
M10: thdbh.hh ddt,db.db('b foraionitoting eys X This work has not begun Time Difference from First Timestamp (minutes)
tem using existing JLab servers. \_ Y,
Work done to containerize GlueX online Ve ~
iz monitoring in order to allow full test with : frerage Tayioad Rare for Fach Pt
Integrate Hydra as monitoring compo- . . o1
M11 nent. ? Hydra. The Hydra is nearly complete con- X
o tainerizing Hydra (for off project purposes) . May 2924
which we will use. -
Integrate off-line data analysis frame- .
M12 5 - lanned for FY24Q4
work into platform for CLAS12 data Pannegar Q
Integrate off-line data analysis frame-
M13| work into platform for ePIC or GlueX - planned for FY24Q4
simulated data
M4 Integrate example JANA2 analysis into ; planned for FY24Q4 ,
& platform / FEE eSS TTLT TS ST
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FY24 Budget = $270,6K
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