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Event Generators

Crucial for precision Collider Physics

Combine different physics at different scales:
● Hard Process
● Parton Shower
● Underlying Interaction
● Hadronization
● QED FSR
● Hadron Decays
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Colliders in the real world
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Event Generators

Crucial for precision Collider Physics

Combine different physics at different scales:
● Hard Process
● Parton Shower
● Underlying Interaction
● Hadronization
● QED FSR
● Hadron Decays

The SHERPA framework
• ME generators for hard process


• Comix, Amegic


• + interfaces to loop libraries                                                     
(OpenLoops, Recola, MCFM)


• Parton Showers


• CSShower, Dire


• Underlying Event/MPI model


• Hadronisation


• Cluster Fragmentation, + interface to Pythia


• QED radiation via YFS resummation
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SHERPA 3 — multi-purpose event generation
• External Interfaces:

• HepMC 3

• UFO 2 (including 

form factors)

• RIVET 3/4

• LHAPDF + several 

explicit pdf 
interfaces 
including various 
photon pdfs 

• OpenLoops/
Recola/MCFM/
MadLoops/
BlackHat


• Pythia 8 (string 
fragmentation)

bold - added/significantly updated in Sherpa 3 development, some back-ported to Sherpa 2

• (Selected) Features:

• Fixed Order 

• NLO QCD+EW,                         

• NNLO QCD (selected 

processes)

• Automated NLO (QCD) 

matching in                              
S-MC@NLO


• UN2LOPS matching to 
NNLO QCD


• multi-jet merging in CKKW-L

• Approximate EW-

corrections in matching & 
merging (EWvirt/EWSud)


• Photoproduction @ NLO 
QCD + PS

• YFS resummation of photon 
radiation

• radiation from final state 

leptons

• initial state radiation at 

 colliders

• extended by  

splittings

• Polarised 

• beams

• intermediate particles 

• MPI/MinBias and 
fragmentation modelling, 
including color reconnection

e+e−

γ → ff̄
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State of the art at the LHC
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Some highlights from the LHC
• NLO and MC@NLO crucial for 

current theory successes at LHC, 
traditional focus of SHERPA


• New: NLO EW calculations 


• Example: Full NLO calculation for 
tri-bosons 


• Combined with MC@NLO in  
approximation

pp → e+μ+νeνμ jj

EWvirt

• small EW corr. to QCD production

• EW corr. to EW production well reproduced

 @ full NLOpp → e+μ+νeνμ jj
Off-shell tri-bosons @ MC@NLO

QCD production
LO
NLO QCD
NLO QCD+EW

MC@NLO QCD
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[Schönherr ’17]

[Denner, Pellen, 
Schönherr, 
Schumann ’24]
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Whats in the box
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Event Generators

Crucial for precision Collider Physics

Combine different physics at different scales:
● Hard Process
● Parton Shower
● Underlying Interaction
● Hadronization
● QED FSR
● Hadron Decays

The SHERPA framework
• ME generators for hard process


• Comix, Amegic


• + interfaces to loop libraries                                                     
(OpenLoops, Recola, MCFM)


• Parton Showers


• CSShower, Dire


• Underlying Event/MPI model


• Hadronisation


• Cluster Fragmentation, + interface to Pythia


• QED radiation via YFS resummation
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Matching
• Event simulation factorised into


• Hard Process


• Parton Shower


• Underlying event


• Hadronisation


• QED radiation


• Hadron Decays

Event Generators

Crucial for precision Collider Physics

Combine different physics at different scales:
● Hard Process
● Parton Shower
● Underlying Interaction
● Hadronization
● QED FSR
● Hadron Decays

Standard for LHC SM pheno: 


• matching to NLO QCD, 2 main 
schemes: Powheg [Nason ‘04] and 
MC@NLO [Frixione, Webber ‘02]


• concepts in general not collider 
dependent, but some recent DIS 
specific studies [Banfi, Ravasio, Jäger, 
Karlberg, Reichenbach ’23], [Knobbe, DR, 
Schumann ‘23]

https://inspirehep.net/literature/659055
https://inspirehep.net/literature/585687
https://inspirehep.net/literature/2693899
https://inspirehep.net/literature/2693899
https://inspirehep.net/literature/2693899
https://inspirehep.net/literature/2673388
https://inspirehep.net/literature/2673388
https://inspirehep.net/literature/2673388
https://inspirehep.net/literature/2673388
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MC@NLO matching
• [Frixione, Webber ‘02] :


• splitting kernels serve as subtraction terms


• multiply weight (at LO) with Born-local K-factor including 
integrated subtraction terms and virtual corrections 


• add hard remainder function, i.e. real emission and 
subtraction term


•  Recent Example [Knobbe, DR, Schumann ‘23] : 


• case study, event shapes used for tuning and as 
predictions of upcoming H1 measurements


• also comparison to fixed order and resummed 
calculation


• including merging at LO and NLO

parameter parameter tag tuning range central tune uncertainty variation

↵B ALPHA B [-1, 20] 14.2 [13.9, 14.8]
�B BETA B [0.5, 4] 1.59 [1.14, 1.60]
�B GAMMA B [1, 20] 8.11 [8.06, 9.47]

Table 1: AHADIC++ model parameters considered in the tuning. Quoted are the initial parameter interval,
the obtained central-tune value, and uncertainty ranges extracted from 7 replica tunes.
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Figure 1: SHERPA predictions for the hadronisation tune, for observables measured by the H1 and ZEUS
experiments at

p
s = 296 GeV. Shown is the transverse energy flow (left) [69], thrust ⌧

0 (center) [9] and
the charged particle multiplicity nch (right) [71]. Note, the statistical uncertainties of the simulated data
is small compared to the non-perturbative tuning uncertainties indicated by the blue band.

requires an initial set of Monte Carlo runs, that are then used to generate a polynomial, bin-wise ap-
proximation of the Monte Carlo response with respect to changes in the hadronisation-model parameters.
The predictions for the grid points are generated using the calculational setup described in Sec. 3.1.

The selection of observables considered for the tuning includes classic variables sensitive to hadroni-
sation. In particular, we use event-shape distributions like thrust and jet broadening [9], energy flows
and charged particle spectra [69, 70] and multiplicities [71, 72], as well as quark fragmentation func-
tions [73, 74]. Further details on the used analyses and observables are provided in App. A.

Given we consider model parameters newly introduced that have not been tuned before, we have
little prior knowledge about their preferred values and thus need to start out with rather wide parameter
ranges. To narrow these down, we make an initial pass to get a rough idea of the relevant regions. The
corresponding ranges are outlined in Tab. 1. For a second run we restrict the tuning ranges using the
results of the exploration run, resulting in an iterative procedure to further narrow down the considered
parameter intervals. The initial run, with largely unconstrained parameter values also serves the purpose
of filtering out the most sensitive observables from the considered analyses. Observables or observable
regions that remain unchanged under the variation of the tuning parameters are not suited for the
following tunes and therefore dropped.

Similar to the procedure described in Ref. [26], we generate a set of equivalent tunes that only di↵er
by the Monte Carlo runs used to construct the polynomial approximations as described above. The tunes
are thus fully equivalent and can be used to estimate the non-perturbative model-parameter uncertainties
as illustrated in Fig. 1 for a selection of data from the HERA experiments. We call these alternative
parameter sets replica tunes. To reflect the uncertainty associated with the three beam-fragmentation
parameters we here consider seven such replicas, cf. Tab. 1 for the resulting uncertainty variations.
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Figure 5: Distributions of groomed 1-jettiness. Shown are hadron level MEPS@NLO predictions from
SHERPA and results at (N)NLO + NLL0 + NP accuracy. From left to right the plots represent predictions
for the grooming parameter zcut = 0.05, 0.1, 0.2, respectively. The lower panels present the ratio to the
MEPS@NLO result.

equivalent to the well-known thrust variable that has been widely studied at lepton and hadron colliders.
Besides plain 1-jettiness we also considered its variant after soft-drop grooming the hadronic final state
using di↵erent values of the grooming parameter zcut. We consider the triple-di↵erential cross section in
the observable, momentum transfer Q

2, and the events inelasticity y.
Based on the CAESAR formalism we derive NLL accurate results matched to the exact NLO QCD

matrix element for the two-jet DIS matrix element. Furthermore, we include the exact NNLO QCD cor-
rections to the inclusive DIS process, thereby achieving full NNLO accuracy for the integrated observable
distribution. We furthermore correct our results of (N)NLO+NLL0 accuracy for non-perturbative hadro-
nisation e↵ects through a transfer matrix that takes into account migration in the observable value when
going from parton to hadron level. The corresponding corrections have been extracted from Monte Carlo
simulations at MEPS@NLO accuracy with the SHERPA generator. To this end, we have performed tunes
of the beam-fragmentation parameters of SHERPA’s new cluster fragmentation model against data from
the H1 and ZEUS experiments. We thereby also derived replica tunes that account for the parametric
uncertainties.

For plain 1-jettiness we have shown results for three kinematic regions, corresponding to medium
inelasticity y and ranges of rather low, medium, and high Q

2 values. While the impact of the NNLO
contributions is found to be very small, hadronisation corrections significantly sculpt the di↵erential
distributions, pushing events from lower to larger 1-jettiness values. When comparing the hadronisation
corrected (N)NLO + NLL0 predictions with hadron level predictions from SHERPA good agreement is
found, with larger deviations dominantly in the region 0.2 < ⌧ < 0.6. Quite good agreement is found
regarding events at the endpoint of the distribution, i.e. ⌧ ' 1. For the low and medium Q

2 regions
the distribution here develops a significant peak, that can be attributed to events with an empty current
hemisphere.

For the soft-drop groomed variant of 1-jettiness we have shown predictions for three values of zcut,
integrated over a wide range of Q

2, i.e. Q
2 2 [150, 20000] GeV2, and y 2 [0.2, 0.7]. For all values of

zcut non-perturbative corrections to the resummed predictions get significantly reduced, when comparing
to the ungroomed case. Furthermore, an improved agreement with the hadron level predictions from
SHERPA is found.

It will be exciting to confront the two types of predictions with actual data from the HERA collider that
are currently being analysed by the H1 experiment. We can expect that in particular for the ungroomed 1-
jettiness observable data should be able to discriminate between the two predictions. This will motivate
and guide the development and advancement of the theoretical predictions. For DIS parton shower
simulations there are recent developments towards the inclusion of NNLO QCD corrections [29] and to
achieve formal NLL accuracy [94–97]. This would allow to match the precision of the analytic predictions
we presented in this study. Improving the analytic calculation might require the inclusion of higher-
logarithmic corrections or improved means to account for non-perturbative corrections. Furthermore,

15

https://inspirehep.net/literature/585687
https://inspirehep.net/literature/2673388
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Matrix Element MergingMerging fixed-order calculations and parton-showers
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Figure 2: Differential 2-jet rates defined by the exclusive kT -jet algorithm in the Breit frame for deep-
inelastic scattering events with Q2 > 4GeV2. Part (a) compares the influence of different recoil
strategies, while parts (b) and (c) show the effect of matrix element corrections. Monte Carlo
samples were generated using the parton shower model of [22]. Scheme 1 stands for the recoil
strategy in [37, 38], while scheme 2 labels the original strategy employed in [22].

(a) (b) (c)

Figure 3: Schematic view of three possible core process choices in DIS three-jet produc-
tion. Part (a) corresponds to the most probable core process being the virtual
photon exchange, while additional hard partons are interpreted as parton shower
emissions. Parts (b) and (c) depict configurations, where the most probable core
process is the interaction of the virtual photon with a parton and a pure QCD
2 → 2 process, respectively.

a cut in the real-emission phase space. The matrix-element domain is then supposed to contain hard,
well-separated partons only, while the parton-shower domain covers the region where resummation effects
become important. Throughout the hard domain parton-shower emissions are corrected using tree-level
matrix elements up to a given maximum multiplicity. In the soft domain, the parton shower is applied as is.
The separation is achieved in terms of a so-called jet criterion, defining the “hardness” and/or the separation
of a parton with respect to others [28]. This can be thought of as a kind of kT -jet measure, cf. e.g. [39].

As pointed out in [28], this merging algorithm needs to be refined if the scale difference between Q2 and
the hardness scale k2T of additional partons is large and negative. In this case, logarithmic corrections are
not induced by Q2/q2, but rather by k2T /q

2, where q2 is the jet resolution scale. In the case of DIS, the
production of the virtual photon can then be viewed as an electroweak splitting process, attached to the
core γ∗j → jj interaction, as depicted in Fig. 2b. In the extreme case of very hard jets, the core process
does not even include the virtual photon. This is visualised in Fig. 2c. The correct choice of the core process
is not arbitrary, but is rather fixed by the backwards clustering algorithm described in [28], cf. also [43].
To allow an inclusive merging procedure, the clustering algorithm must allow to identify the virtual photon
as a soft particle, which is removed in order to find the core process and reproduced later in unfolding
the matrix-element branching history. If QED splitting functions are included into the parton-shower, the
correct method is obtained immediately, cf. also [38].

The above merging algorithm can also be employed to solve the problem outlined in Sec. 2.1. That is, it can
be used to fill the complete available real emission phase space for any given Q2. A similar solution is in
fact adopted in Drell-Yan lepton-pair production via γ∗/Z-exchange, where the separation cut Qcut between

5

matrix-element and parton-shower domain is set such that Qcut < mll′ , with mll′ being the invariant mass
of the lepton pair. This situation is particularly simple, since an experimental cut is usually applied, which
enforces mll′ ≈ mZ . Therefore Qcut can remain constant at Qcut = SDY mZ , where SDY is an in principle
arbitrary constant with 0 < SDY < 1. Of course, SDY must be chosen sensibly, such as not to drive Qcut

into the non-perturbative domain. Also, SDY should not be too close to one, since the proper description
of particle spectra in this region largely depends on the recoil strategy employed in the shower. In practice,
we have 0.1 ! SDY ! 0.5. In deep-inelastic-scattering the situation is slightly different due to the variable
value of Q2. The solution can, however, be identical. We choose

Qcut = Q̄cut

[
1 +

Q̄2
cut/S

2
DIS

Q2

]−1/2

, (2)

where Q̄cut is a fixed value, much like Qcut in the Drell-Yan pair production case. It ensures that high-Q2,
medium-E2

T,B events are described by matrix elements, rather than by the parton shower. At the same
time, the factor in the square bracket, including SDIS < 1, enforces low-Q2, high-E2

T,B events to be in the
matrix-element domain as well, such that the complete available real-emission phase space can be filled by
the Monte-Carlo simulation. Note that, contrary to the large freedom in the choice of Q̄cut, we are rather
limited in the choice of SDIS . Most analyses of deep-inelastic scattering data employ a cut on the photon
virtuality which is of the order of a few GeV2. The Monte-Carlo simulation, however, is bound to have Qcut

in the perturbative domain with some difference between Q2
cut and Q2, as discussed above. This introduces

rather strict limits on the available range for SDIS. To be specific,

0.4 ! SDIS ! 0.8 , (3)

where the lower bound depends on the experimental setup and the upper bound depends on the parton-
shower model.

Figure 3 illustrates the effect of different Q̄cut and different SDIS on the prediction for the differential 2- and 3-
jet rates in the Breit frame. The Monte-Carlo result remains very stable against corresponding variations. It
can also be seen that when merging the parton shower with matrix elements, previous differences arising from
different recoil strategies reduce considerably. This is essentially because the parton-shower contribution to
the observable is largely reduced, such that kinematical effects from shower branchings have far less influence
than in event samples without matrix-element merging.

3 Comparison with experimental data

In this section, Monte-Carlo predictions, generated according to Secs. 2.1 and 2.2, are confronted with
hadronic final state data taken by the H1 experiment. The correct description of the selected measurements
is quite challenging for the Monte Carlo traditionally used in the analysis of HERA data [44]. We seek
to quantify the effect of varying perturbative input parameters and varying intrinsic parameters of the
merging approach. We are mainly interested in the hard, perturbative domain, and therefore we choose
to focus particularly on jet analyses. Monte-Carlo predictions stem from the SHERPA program [30], which,
in this context, employs the matrix-element generator COMIX [45] to simulate the hard processes. Parton
showers are implemented by the dipole-like cascade presented in [22]. Hadronisation is simulated either
using the cluster fragmentation model of SHERPA [33], or the Lund string fragmentation model [31] in the
implementation of PYTHIA [46]. Both models were previously tuned to describe LEP data employing the
PROFESSOR program [47].2 Hadron decays are implemented by SHERPA’s internal hadron decay module [48]
or by PYTHIA [46], depending on the hadronisation model employed. Photon radiation is simulated by
SHERPA’s internal YFS generator [49]. All analyses are carried out using the HZTool library [50].

If not stated otherwise, matrix elements with up to five QCD partons in the final state are employed and
the parameters of the matrix-element parton-shower merging according to Sec. 2.2 are set to SDIS = 0.6
and Q̄ cut = 5 GeV. The default PDF set is NNPDF 1.2 [4] in the implementation with 100 replicas.
The perturbative order of the strong coupling and its value at the reference scale mZ is always chosen in
accordance with the PDF set.

2We are indebted to Frank Krauss, Hendrik Hoeth and Eike von Seggern for making preliminary sets of tuning parameters
available.
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Technology fully applicable 
in DIS, with some care in 
clustering and resolution 
parameters: 
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Figure 6: The inclusive jet cross section as a function of E2
T,B/Q

2 in bins of ηlab, measured by the H1
Collaboration [51]. E2

T,B is the jet transverse energy in the Breit frame, while ηlab denotes
the jet rapidity in the laboratory frame. Part (a) displays the influence of the maximum parton
multiplicity, Nmax, from hard matrix elements. We show the uncertainty originating from varying
SDIS between 0.5 and 0.7 (light grey band) and from varying Q̄cut between 3 GeV and 9 GeV
(dark grey band) in part (b).
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Figure 2: Differential 2-jet rates defined by the exclusive kT -jet algorithm in the Breit frame for deep-
inelastic scattering events with Q2 > 4GeV2. Part (a) compares the influence of different recoil
strategies, while parts (b) and (c) show the effect of matrix element corrections. Monte Carlo
samples were generated using the parton shower model of [22]. Scheme 1 stands for the recoil
strategy in [37, 38], while scheme 2 labels the original strategy employed in [22].
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Figure 3: Schematic view of three possible core process choices in DIS three-jet produc-
tion. Part (a) corresponds to the most probable core process being the virtual
photon exchange, while additional hard partons are interpreted as parton shower
emissions. Parts (b) and (c) depict configurations, where the most probable core
process is the interaction of the virtual photon with a parton and a pure QCD
2 → 2 process, respectively.

a cut in the real-emission phase space. The matrix-element domain is then supposed to contain hard,
well-separated partons only, while the parton-shower domain covers the region where resummation effects
become important. Throughout the hard domain parton-shower emissions are corrected using tree-level
matrix elements up to a given maximum multiplicity. In the soft domain, the parton shower is applied as is.
The separation is achieved in terms of a so-called jet criterion, defining the “hardness” and/or the separation
of a parton with respect to others [28]. This can be thought of as a kind of kT -jet measure, cf. e.g. [39].

As pointed out in [28], this merging algorithm needs to be refined if the scale difference between Q2 and
the hardness scale k2T of additional partons is large and negative. In this case, logarithmic corrections are
not induced by Q2/q2, but rather by k2T /q

2, where q2 is the jet resolution scale. In the case of DIS, the
production of the virtual photon can then be viewed as an electroweak splitting process, attached to the
core γ∗j → jj interaction, as depicted in Fig. 2b. In the extreme case of very hard jets, the core process
does not even include the virtual photon. This is visualised in Fig. 2c. The correct choice of the core process
is not arbitrary, but is rather fixed by the backwards clustering algorithm described in [28], cf. also [43].
To allow an inclusive merging procedure, the clustering algorithm must allow to identify the virtual photon
as a soft particle, which is removed in order to find the core process and reproduced later in unfolding
the matrix-element branching history. If QED splitting functions are included into the parton-shower, the
correct method is obtained immediately, cf. also [38].

The above merging algorithm can also be employed to solve the problem outlined in Sec. 2.1. That is, it can
be used to fill the complete available real emission phase space for any given Q2. A similar solution is in
fact adopted in Drell-Yan lepton-pair production via γ∗/Z-exchange, where the separation cut Qcut between
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inelastic scattering events with Q2 > 4GeV2. Part (a) compares the influence of different recoil
strategies, while parts (b) and (c) show the effect of matrix element corrections. Monte Carlo
samples were generated using the parton shower model of [22]. Scheme 1 stands for the recoil
strategy in [37, 38], while scheme 2 labels the original strategy employed in [22].
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Figure 3: Schematic view of three possible core process choices in DIS three-jet produc-
tion. Part (a) corresponds to the most probable core process being the virtual
photon exchange, while additional hard partons are interpreted as parton shower
emissions. Parts (b) and (c) depict configurations, where the most probable core
process is the interaction of the virtual photon with a parton and a pure QCD
2 → 2 process, respectively.

a cut in the real-emission phase space. The matrix-element domain is then supposed to contain hard,
well-separated partons only, while the parton-shower domain covers the region where resummation effects
become important. Throughout the hard domain parton-shower emissions are corrected using tree-level
matrix elements up to a given maximum multiplicity. In the soft domain, the parton shower is applied as is.
The separation is achieved in terms of a so-called jet criterion, defining the “hardness” and/or the separation
of a parton with respect to others [28]. This can be thought of as a kind of kT -jet measure, cf. e.g. [39].

As pointed out in [28], this merging algorithm needs to be refined if the scale difference between Q2 and
the hardness scale k2T of additional partons is large and negative. In this case, logarithmic corrections are
not induced by Q2/q2, but rather by k2T /q

2, where q2 is the jet resolution scale. In the case of DIS, the
production of the virtual photon can then be viewed as an electroweak splitting process, attached to the
core γ∗j → jj interaction, as depicted in Fig. 2b. In the extreme case of very hard jets, the core process
does not even include the virtual photon. This is visualised in Fig. 2c. The correct choice of the core process
is not arbitrary, but is rather fixed by the backwards clustering algorithm described in [28], cf. also [43].
To allow an inclusive merging procedure, the clustering algorithm must allow to identify the virtual photon
as a soft particle, which is removed in order to find the core process and reproduced later in unfolding
the matrix-element branching history. If QED splitting functions are included into the parton-shower, the
correct method is obtained immediately, cf. also [38].

The above merging algorithm can also be employed to solve the problem outlined in Sec. 2.1. That is, it can
be used to fill the complete available real emission phase space for any given Q2. A similar solution is in
fact adopted in Drell-Yan lepton-pair production via γ∗/Z-exchange, where the separation cut Qcut between
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+ MEPS@NLO 
[Höche, Krauss, 
Schönherr, Siegert ‘13] to 
include NLO 
accurate MEs 

https://inspirehep.net/literature/840637
https://inspirehep.net/literature/1123387
https://inspirehep.net/literature/1123387
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Photoproduction 
• low  region will be important, 

real photon production at 


• focus on photo production of jets

Q2

Q2 → 0

final states at large scales, i.e. jets, is simulated in the usual way by dressing the hard parton–level matrix
element with subsequent parton showers, the fragmentation of the resulting partons into hadrons during
hadronization, possibly including an underlying event. Recently, the model was extended to also include the
perpendicular component of the photon momentum [26].

Pushing for higher accuracy, there have been a few predictions for inclusive jet-production at fixed-order at
HERA [27–31] and the EIC [32], while more attention has recently been paid to exclusive meson production
processes and photo-production at heavy-ion collisions [33–38].

Anticipating the increased precision requirements for successfully operating a possible future lepton collider
such as FCC-ee or the planned electron–ion collider, EIC, motivates to revisit the physics of photon–induced
processes and to arrive at fully-di↵erential predictions at Next-To-Leading Order (NLO) in QCD perturba-
tion theory. We report here on the systematic inclusion of PDFs for quasi–real photons into the SHERPA
event generation framework [39,40], the modelling of multiple-parton interactions, and the extenstion of the
calculation to Next-to-Leading Order matched to the parton shower. The paper is organised as follows. In
Sec. 2 we briefly discuss how SHERPA combines the equivalent photon approximation (EPA) and photon
PDFs, with some emphasis on the e�cient integration over the resulting phase space, the matching to the
parton shower at NLO and the multiple-parton interactions (MPI) model. In Sec. 3 we will show some first
results of full Monte Carlo simulations, comparing results obtained with SHERPA to data from both the LEP

and HERA experiments at MC@NLO accuracy. We present comparisons to Leading Order and study the
e↵ect of the MPI. We summarise our findings in Sec. 4.

2 Equivalent Photons and their PDFs

For the simulation of photo-production events in SHERPA, we use its existing EPA interface, improved the
phase space handling for the initial states for a more e�cient integration, and added relevant photon PDFs
to SHERPA’s internal PDF interface. The resulting code will be publically available as part of the upcoming
release of SHERPA 3.0; in the meantime it can be obtained from the authors upon request.

2.1 Phase Space Handling

In the following we detail the structures for e�cient phase space sampling, using the most involved example
of doubly resolved photon–photon collisions at lepton colliders, schematically depicted in Fig. 1. The two
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Figure 1: Schematic sketch of the phase space mappings between the di↵erent steps in the initial states,
i.e. the Equivalent Photon Approximation (EPA) and the Initial State Radiation (ISR), and the
Matrix Element (ME). Each coordinates pair of Mandelstam-s0(0) and rapidity y

0(0) is randomly
sampled and the momenta are calculated as functions of these.

incoming leptons have momenta p1 and p2, and a (beam) c.m.-system characterised by the c.m.-energy
squared s12 and its rapidity y12 in the lab system. The momenta of the photons emitted by the leptons,
p
0
1 and p

0
2, create a (photon) c.m.-system characterised by its c.m.-energy squared s

0
12 and rapidity y

0
12 with

respect to the beam system. The partonic structure of the photons, as described by the PDFs, results in two
partons with momenta p

00
1 and p

00
2 to finally enter the hard process which will result in final state particles

with momenta q
00
i . The hard scattering is characterised by a c.m.-energy of s0012 and a rapidity y

00
12 w.r.t.

2

the photon system. This structure requires two nested integrations for the two successive ”initial states”
(photons and partons): first an integration over s

0
12 and y

0
12, with factors given by the EPA spectra, and

then an integration over s0012 and y
00
12, with factors given by the PDFs, before adding the integration over the

final state phase space over the outgoing momenta q
00
i . E�cient integration over this complex phase space

in SHERPA is facilitated through the multi-channel method [41] with automatically generated integration
channels that map out intrinsic structures such as s-channel resonances etc.

After the successful generation of a phase space point, the corresponding weight is calculated, given by the
factors stemming from the EPA photon spectra and the PDF weights.

2.2 Equivalent Photon Approximation

The equivalent photon approximation encoded in the Weizsäcker-Williams formula [42–44] is based on the
observation that quasi-virtual photons can be approximated through real photons for small virtualities
Q

2
< ⇤2

cut. As photo-production events are dominated by the interaction of low-virtuality photons, the
di↵erential cross-section can be substituted by d�eX = ��X(Q2 = 0)dn. SHERPA uses an improved version
of the spectrum, following [45], which introduces the term proportional to m

2
e to the spectrum, and the

photons are assumed to be collinear to the electron beam. The dependence of the photon spectrum on the
photon virtuality is integrated out. This results in the following spectrum for electrons:

dn =
↵em

2⇡

dx

x

�
1 + (1� x)2

�
log

✓
Q

2
max

Q
2
min

◆
� 2m2

ex
2

✓
1

Q
2
min

� 1

Q2
max

◆�
(2.1)

Here, x denotes the ratio of photon to electron energy, E�

Ee
, and ↵em is the electromagnetic coupling constant.

Q
2
max and Q

2
min denote the maximal and minimal photon virtuality, where the latter can be calculated from

kinematic restrictions and is given by

Q
2
min =

m
2
ex

2

1� x
. (2.2)

The maximal virtuality is given by the experimental setup and the maximal deflection angle of the electron,
✓max, below which the hard process is still considered to be photon-induced. It is given by

Q
2
max = min

�
Q

2
min + E

2
e (1� x)✓2max, Q

2
max,fixed

�
. (2.3)

Defaults choices are ✓max = 0.3 and the maximum virtuality to Q
2
max,fixed = 3 GeV2, but can be overwritten

by the user, cf. the SHERPA manual [46].

2.3 Photon PDFs

To facilitate a comparison over di↵erent parameterisations, four PDF libraries have been included in SHERPA,
see Table 1 for a summary.

Name # sets Virtual? NLO? # flavours x-range µ
2
F -range

GRV [18] 2 No Yes 5 [10�5
, 1] [0.25, 106]

SAL [21] 1 No Yes 6 [10�5
, 0.9999] [2, 8 · 104]

SaS [22,23] 4 Yes Yes 6 [10�5
, 1] [0.25, 106]

CJK [19,20] 4 No Yes 5 [10�5
, 1] [0.25, 2 · 105]

Table 1: Photon PDF libraries included in SHERPA and their properties.

Currently, all PDFs are evaluated at virtuality Q
2 = 0; the extension to virtual photons, taking also into

account longitudinal polarisations, will be introduced in a later release. The extraction of a parton from
the photon is complemented by the corresponding treatment of the remaining partons. For this a similar
procedure is applied as in the remnant construction for a hadron, however, with a few simplifications. As
there are no valence quarks present in the photon, the remnant is constructed as the anti-particle of the

3

• Effective Photon Approximation 
(EPA), based on Weizsäcker-
Williams formula

[Höche, Krauss, 
Meinzinger ‘23]
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New Parton Showers - NLL accuracy
• typical claim based on accuracy of splitting functions etc.


• parton showers  NLL accurate if CMW scheme for strong coupling is used

• observation in [Dasgupta, Dreyer, Hamilton, Monni, Salam ’18]     (PanScales collaboration):


• subtleties arise in distribution of recoil for subsequent emissions  phase 
space where accuracy is spoiled if soft gluon absorbs recoil


• + in colour assignment

• also: set of tests for shower accuracy [Dasgupta, Dreyer, Hamilton, Monni, Salam ’20]   

∼

⇒

• Several solutions/re-evaluations of parton shower concepts:

• [Dasgupta,Dreyer,Hamilton,Monni,Salam,Soyez ’20], [vanBeekveld,Ferrario Ravasio,Hamilton,Salam,Soto-

Ontoso,Soyez ’22]

• [Forshaw,Holguin,Plätzer ’20]

• [Nagy, Soper ’11]

• [Herren, Krauss, DR, Schönherr, Höche ’22]
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Alaric at the LHC
• Alaric [Herren et. al. ’22] for LHC applications [Höche, Krauss, DR ’24]


• analytical proof of NLL correctness + numerical validation for 


• LO merging available

• New view of treatment of coherence and split between soft/collinear 

correction                                                                                                   
 preparing new view on spin correlations


• Missing pieces for full release:

• MC@NLO (subtraction terms known,                                                 

need to validate and fix bugs…)

• DIS implementation                                                                               

(i.e. treatment of IF/FI type dipoles)

e+e− → jj

⇒
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FIG. 7. Multi-jet merged predictions from Alaric in comparison to CMS measurements [109]. See the main text for details.

B. Inclusive jet and di-jet production

In this sub-section we compare results from a pure parton-shower simulation, without applying any multi-jet merg-
ing, with Alaric against inclusive jet and dijet measurements from the ATLAS and CMS collaborations. The
renormalization and factorization scales are chosen as µR = µF = HT /4, where HT denotes the scalar sum of the
final state transverse momenta. The resummation scale (i.e. the parton shower starting scale) is defined as µQ = p?,
with p? the transverse momentum of the leading jet. We compare to data measured at the LHC at

p
s = 7 TeV

and
p

s = 13 TeV. Hadronization corrections are included using the Lund model via an interface to Pythia 8 [114].
We use the string fragmentation parameters a = 0.4, b = 0.36 and � = 0.3. To simulate the underlying event we
rely Sherpa’s default module [101], based on the Sjöstrand–Zijl multiple-parton interaction (MPI) model [115]. It
is worth noting that so far we have not produced a dedicated tune of hadronization or underlying event parameters
specifically for the Alaric parton shower.

We start our discussion by firstly comparing, in Fig. 8, Alaric results to inclusive jet rates in dependence on the
transverse momentum of the leading jet, in several bins of the leading jet rapidity. The data were taken by the CMS
collaboration at

p
s = 13 TeV [113] and reach energy scales up to p? ⇠ 2 TeV and rapidity values of up to |y| = 4.7.

Our predictions are in good agreement with data, which motivates us to investigate the details of the radiation pattern
in more detail.

We continue by comparing to the inclusive rates of jets produced in the shower to data measured by ATLAS [116]
at

p
s = 7 TeV. The analysis constructs anti-kt jets with a radius parameter of R = 0.4, and requires at least one

jet with a transverse momentum of p? > 80 GeV, while additional jets are required to have p? > 60 GeV. All jets
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Looking back to HERA
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Looking back to HERA
• Still (or again) active analyses of HERA data


• A lot of lessons learned since data taking


• Experimental/Pheno side: 


• new observables, jet substructure techniques etc.


• Theory side:


• general NLO matching/merging available now, challenge new tools


• interest in tuning, prepare for EIC + clean environment for beam 
fragmentation (without massive UE/MPI contamination)
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Tuning to HERA data
• “Traditional” approach: 


• Tune FS against LEP (mostly Z-pole) 
data, then UE model with Tevatron/
LHC data


• “Clean” environment in DIS: 


• No UE/MPI contamination


• but additional complication because 
final state is color connected to 
beam remnants 


• Opportunity to fix this ambiguity 
“inbetween”


• Next to valuable data on NP effects 
in general

parameter parameter tag tuning range central tune uncertainty variation

ωB ALPHA B [-1, 20] 14.2 [13.9, 14.8]
εB BETA B [0.5, 4] 1.59 [1.14, 1.60]
ϑB GAMMA B [1, 20] 8.11 [8.06, 9.47]

Table 1: AHADIC++ model parameters considered in the tuning. Quoted are the initial parameter interval,
the obtained central-tune value, and uncertainty ranges extracted from 7 replica tunes.
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Figure 1: SHERPA predictions for the hadronisation tune, for observables measured by the H1 and ZEUS
experiments at

→
s = 296 GeV. Shown is the transverse energy flow (left) [69], thrust ϖ

→ (center) [9] and
the charged particle multiplicity nch (right) [71]. Note, the statistical uncertainties of the simulated data
is small compared to the non-perturbative tuning uncertainties indicated by the blue band.

requires an initial set of Monte Carlo runs, that are then used to generate a polynomial, bin-wise ap-
proximation of the Monte Carlo response with respect to changes in the hadronisation-model parameters.
The predictions for the grid points are generated using the calculational setup described in Sec. 3.1.

The selection of observables considered for the tuning includes classic variables sensitive to hadroni-
sation. In particular, we use event-shape distributions like thrust and jet broadening [9], energy flows
and charged particle spectra [69, 70] and multiplicities [71, 72], as well as quark fragmentation func-
tions [73, 74]. Further details on the used analyses and observables are provided in App. A.

Given we consider model parameters newly introduced that have not been tuned before, we have
little prior knowledge about their preferred values and thus need to start out with rather wide parameter
ranges. To narrow these down, we make an initial pass to get a rough idea of the relevant regions. The
corresponding ranges are outlined in Tab. 1. For a second run we restrict the tuning ranges using the
results of the exploration run, resulting in an iterative procedure to further narrow down the considered
parameter intervals. The initial run, with largely unconstrained parameter values also serves the purpose
of filtering out the most sensitive observables from the considered analyses. Observables or observable
regions that remain unchanged under the variation of the tuning parameters are not suited for the
following tunes and therefore dropped.

Similar to the procedure described in Ref. [26], we generate a set of equivalent tunes that only di!er
by the Monte Carlo runs used to construct the polynomial approximations as described above. The tunes
are thus fully equivalent and can be used to estimate the non-perturbative model-parameter uncertainties
as illustrated in Fig. 1 for a selection of data from the HERA experiments. We call these alternative
parameter sets replica tunes. To reflect the uncertainty associated with the three beam-fragmentation
parameters we here consider seven such replicas, cf. Tab. 1 for the resulting uncertainty variations.

7

parameter parameter tag tuning range central tune uncertainty variation

ωB ALPHA B [-1, 20] 14.2 [13.9, 14.8]
εB BETA B [0.5, 4] 1.59 [1.14, 1.60]
ϑB GAMMA B [1, 20] 8.11 [8.06, 9.47]

Table 1: AHADIC++ model parameters considered in the tuning. Quoted are the initial parameter interval,
the obtained central-tune value, and uncertainty ranges extracted from 7 replica tunes.
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Figure 1: SHERPA predictions for the hadronisation tune, for observables measured by the H1 and ZEUS
experiments at

→
s = 296 GeV. Shown is the transverse energy flow (left) [69], thrust ϖ

→ (center) [9] and
the charged particle multiplicity nch (right) [71]. Note, the statistical uncertainties of the simulated data
is small compared to the non-perturbative tuning uncertainties indicated by the blue band.

requires an initial set of Monte Carlo runs, that are then used to generate a polynomial, bin-wise ap-
proximation of the Monte Carlo response with respect to changes in the hadronisation-model parameters.
The predictions for the grid points are generated using the calculational setup described in Sec. 3.1.

The selection of observables considered for the tuning includes classic variables sensitive to hadroni-
sation. In particular, we use event-shape distributions like thrust and jet broadening [9], energy flows
and charged particle spectra [69, 70] and multiplicities [71, 72], as well as quark fragmentation func-
tions [73, 74]. Further details on the used analyses and observables are provided in App. A.

Given we consider model parameters newly introduced that have not been tuned before, we have
little prior knowledge about their preferred values and thus need to start out with rather wide parameter
ranges. To narrow these down, we make an initial pass to get a rough idea of the relevant regions. The
corresponding ranges are outlined in Tab. 1. For a second run we restrict the tuning ranges using the
results of the exploration run, resulting in an iterative procedure to further narrow down the considered
parameter intervals. The initial run, with largely unconstrained parameter values also serves the purpose
of filtering out the most sensitive observables from the considered analyses. Observables or observable
regions that remain unchanged under the variation of the tuning parameters are not suited for the
following tunes and therefore dropped.

Similar to the procedure described in Ref. [26], we generate a set of equivalent tunes that only di!er
by the Monte Carlo runs used to construct the polynomial approximations as described above. The tunes
are thus fully equivalent and can be used to estimate the non-perturbative model-parameter uncertainties
as illustrated in Fig. 1 for a selection of data from the HERA experiments. We call these alternative
parameter sets replica tunes. To reflect the uncertainty associated with the three beam-fragmentation
parameters we here consider seven such replicas, cf. Tab. 1 for the resulting uncertainty variations.
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Predictions for new H1 analyses

• groomed 1-jettiness, measurements from 


• comparison agains several MC generators, H1 standard DJANGOH & 
RAPGAP and current LHC defaults including Sherpa


• Including (N)NLO+NLL’ resumed predictions with automated implementation 
in Sherpa
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Figure 4: Distributions of groomed 1-jettiness, at di↵erent stages of the calculation, at NLO+NLL0 accu-
racy, including the normalisation at NNLO ((N)NLO + NLL0) accuracy, and including non-perturbative
corrections. From left to right the plots represent predictions for the grooming parameter zcut =
0.05, 0.1, 0.2, respectively. The lower panels present the ratio to the plain NLO + NLL0 result.
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Figure 5: Distributions of groomed 1-jettiness. Shown are hadron level MEPS@NLO predictions from
SHERPA and results at (N)NLO + NLL0 + NP accuracy. From left to right the plots represent predictions
for the grooming parameter zcut = 0.05, 0.1, 0.2, respectively. The lower panels present the ratio to the
MEPS@NLO result.

ungroomed case, we note rather small e↵ects of the NNLO normalisation corrections compared to the
NLO+NLL0 calculation. Also the systematic uncertainties hardly change from NLO to NNLO. However,
the size of the non-perturbative corrections is significantly reduced relative to the ungroomed case, staying
below 50% and being largely flat over a wide range of ⌧

SD, apart from very low values of 1-jettiness and
at the endpoint ⌧

SD ⇠ 1. This confirms the potential of soft-drop grooming to mitigate hadronisation
e↵ects for event shape observables also in DIS, seen before in e

+
e
� [38, 39] and pp collisions [40].

The comparison of the (N)NLO + NLL0 + NP results with hadron level simulations at MEPS@NLO
accuracy is presented in Fig. 5. For all the zcut values, we observe good agreement between our SHERPA

simulation and the resummation calculation somewhat better than for the ungroomed case. In all three
cases, the (N)NLO+NLL0 +NP calculation predicts a larger cross section in the ⌧ ⇠ 1 bin, although still
compatible within the uncertainty of the event generator for zcut = 0.05 and the combined uncertainty
for both calculations for zcut = 0.1. Apart from this last bin, for these two zcut values the resummation
calculation is consistently below the SHERPA simulation. In the case of zcut = 0.05, this happens flat over
the full spectrum ⌧

SD
< 1, while for increasing zcut a slight shape develops, with the (N)NLO+NLL0+NP

cross section decreasing faster for ⌧
SD

< zcut than what is seen in the Monte Carlo simulation.
It will be interesting to compare the (N)NLO+NLL0 +NP predictions and the SHERPA MEPS@NLO

simulations with the data of upcoming measurements by the H1 experiment. This will shed light on the
found deviations between the two sets of predictions and possibly guide the development of yet improved
theoretical predictions, e.g. through the inclusion of next-to-next-to-leading logarithmic corrections.
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Figure 4: Distributions of groomed 1-jettiness, at di↵erent stages of the calculation, at NLO+NLL0 accu-
racy, including the normalisation at NNLO ((N)NLO + NLL0) accuracy, and including non-perturbative
corrections. From left to right the plots represent predictions for the grooming parameter zcut =
0.05, 0.1, 0.2, respectively. The lower panels present the ratio to the plain NLO + NLL0 result.
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Figure 5: Distributions of groomed 1-jettiness. Shown are hadron level MEPS@NLO predictions from
SHERPA and results at (N)NLO + NLL0 + NP accuracy. From left to right the plots represent predictions
for the grooming parameter zcut = 0.05, 0.1, 0.2, respectively. The lower panels present the ratio to the
MEPS@NLO result.

ungroomed case, we note rather small e↵ects of the NNLO normalisation corrections compared to the
NLO+NLL0 calculation. Also the systematic uncertainties hardly change from NLO to NNLO. However,
the size of the non-perturbative corrections is significantly reduced relative to the ungroomed case, staying
below 50% and being largely flat over a wide range of ⌧

SD, apart from very low values of 1-jettiness and
at the endpoint ⌧

SD ⇠ 1. This confirms the potential of soft-drop grooming to mitigate hadronisation
e↵ects for event shape observables also in DIS, seen before in e

+
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The comparison of the (N)NLO + NLL0 + NP results with hadron level simulations at MEPS@NLO
accuracy is presented in Fig. 5. For all the zcut values, we observe good agreement between our SHERPA

simulation and the resummation calculation somewhat better than for the ungroomed case. In all three
cases, the (N)NLO+NLL0 +NP calculation predicts a larger cross section in the ⌧ ⇠ 1 bin, although still
compatible within the uncertainty of the event generator for zcut = 0.05 and the combined uncertainty
for both calculations for zcut = 0.1. Apart from this last bin, for these two zcut values the resummation
calculation is consistently below the SHERPA simulation. In the case of zcut = 0.05, this happens flat over
the full spectrum ⌧

SD
< 1, while for increasing zcut a slight shape develops, with the (N)NLO+NLL0+NP

cross section decreasing faster for ⌧
SD

< zcut than what is seen in the Monte Carlo simulation.
It will be interesting to compare the (N)NLO+NLL0 +NP predictions and the SHERPA MEPS@NLO

simulations with the data of upcoming measurements by the H1 experiment. This will shed light on the
found deviations between the two sets of predictions and possibly guide the development of yet improved
theoretical predictions, e.g. through the inclusion of next-to-next-to-leading logarithmic corrections.
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Fig. 3: Di↵erential cross section of groomed 1-jettiness ⌧b1Gr.
in ep DIS at

p
s = 319 GeV, for zcut = 0.05, 0.1

and, 0.2. The phase space is restricted to Q2 > 150 GeV2 and 0.2 < y < 0.7. Uncertainty bars on the data show
the quadrature sum of the statistical error and systematic uncertainty. The Monte Carlo event generators and
pQCD calculations that are compared to the data are described in Section 3.

may indicate the need for higher resummed accu-
racy at higher zcut. The prediction underestimates
the cross section in the tail region, where the fixed
order calculation is expected to provide an accurate
description of the data.

7.2 Comparison to SCET predictions

Figure 4 shows the measured GIM single-
di↵erential cross section, with SCET calculations
in comparison [89]. The predictions are normalized
to the data in the range GIM < �1 by equat-
ing their integrals. Two values of the mean of the
non-perturbative shape function, ⌦NP = 1.1 GeV
and 1.5 GeV, are used in the prediction. The shape
function encapsulates the non-perturbative contri-
bution to the observable resulting from hadroniza-
tion, which becomes increasingly important at low

values of GIM. The prediction has associated scale
uncertainties, which are determined by varying all
scales in the perturbative prediction by a factor of
2. Note, however, that the uncertainty of the shape
function is not evaluated, so that the total theory
uncertainty is underestimated at the smaller val-
ues of zcut, where the shape function makes a more
significant contribution to the total distribution.

The level of agreement of the calculation with data
is limited for zcut = 0.05 and 0.1, with better
agreement for zcut = 0.2. This accords with the
expectation that the SCET approximation is valid
for 1 � zcut ⇠ M2

Gr./Q
2 [89], which is not respected

for zcut = 0.05 and 0.1. The data likewise prefer
⌦NP = 1.5 GeV, which is expected since the cal-
culation generates on average smaller mass than
observed in the data, and the shape function, which
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Fig. 3: Di↵erential cross section of groomed 1-jettiness ⌧b1Gr.

in ep DIS at
p
s = 319 GeV, for zcut = 0.05, 0.1

and, 0.2. The phase space is restricted to Q2 > 150 GeV2 and 0.2 < y < 0.7. Uncertainty bars on the data show
the quadrature sum of the statistical error and systematic uncertainty. The Monte Carlo event generators and
pQCD calculations that are compared to the data are described in Section 3.

may indicate the need for higher resummed accu-
racy at higher zcut. The prediction underestimates
the cross section in the tail region, where the fixed
order calculation is expected to provide an accurate
description of the data.

7.2 Comparison to SCET predictions

Figure 4 shows the measured GIM single-
di↵erential cross section, with SCET calculations
in comparison [89]. The predictions are normalized
to the data in the range GIM < �1 by equat-
ing their integrals. Two values of the mean of the
non-perturbative shape function, ⌦NP = 1.1 GeV
and 1.5 GeV, are used in the prediction. The shape
function encapsulates the non-perturbative contri-
bution to the observable resulting from hadroniza-
tion, which becomes increasingly important at low

values of GIM. The prediction has associated scale
uncertainties, which are determined by varying all
scales in the perturbative prediction by a factor of
2. Note, however, that the uncertainty of the shape
function is not evaluated, so that the total theory
uncertainty is underestimated at the smaller val-
ues of zcut, where the shape function makes a more
significant contribution to the total distribution.

The level of agreement of the calculation with data
is limited for zcut = 0.05 and 0.1, with better
agreement for zcut = 0.2. This accords with the
expectation that the SCET approximation is valid
for 1 � zcut ⇠ M2

Gr./Q
2 [89], which is not respected

for zcut = 0.05 and 0.1. The data likewise prefer
⌦NP = 1.5 GeV, which is expected since the cal-
culation generates on average smaller mass than
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Fig. 3: Di↵erential cross section of groomed 1-jettiness ⌧b1Gr.

in ep DIS at
p
s = 319 GeV, for zcut = 0.05, 0.1

and, 0.2. The phase space is restricted to Q2 > 150 GeV2 and 0.2 < y < 0.7. Uncertainty bars on the data show
the quadrature sum of the statistical error and systematic uncertainty. The Monte Carlo event generators and
pQCD calculations that are compared to the data are described in Section 3.

may indicate the need for higher resummed accu-
racy at higher zcut. The prediction underestimates
the cross section in the tail region, where the fixed
order calculation is expected to provide an accurate
description of the data.

7.2 Comparison to SCET predictions

Figure 4 shows the measured GIM single-
di↵erential cross section, with SCET calculations
in comparison [89]. The predictions are normalized
to the data in the range GIM < �1 by equat-
ing their integrals. Two values of the mean of the
non-perturbative shape function, ⌦NP = 1.1 GeV
and 1.5 GeV, are used in the prediction. The shape
function encapsulates the non-perturbative contri-
bution to the observable resulting from hadroniza-
tion, which becomes increasingly important at low

values of GIM. The prediction has associated scale
uncertainties, which are determined by varying all
scales in the perturbative prediction by a factor of
2. Note, however, that the uncertainty of the shape
function is not evaluated, so that the total theory
uncertainty is underestimated at the smaller val-
ues of zcut, where the shape function makes a more
significant contribution to the total distribution.

The level of agreement of the calculation with data
is limited for zcut = 0.05 and 0.1, with better
agreement for zcut = 0.2. This accords with the
expectation that the SCET approximation is valid
for 1 � zcut ⇠ M2

Gr./Q
2 [89], which is not respected

for zcut = 0.05 and 0.1. The data likewise prefer
⌦NP = 1.5 GeV, which is expected since the cal-
culation generates on average smaller mass than
observed in the data, and the shape function, which
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the quadrature sum of the statistical error and systematic uncertainty. The Monte Carlo event generators and
pQCD calculations that are compared to the data are described in Section 3.
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and, 0.2. The phase space is restricted to Q2 > 150 GeV2 and 0.2 < y < 0.7. Uncertainty bars on the data show
the quadrature sum of the statistical error and systematic uncertainty. The Monte Carlo event generators and
pQCD calculations that are compared to the data are described in Section 3.

may indicate the need for higher resummed accu-
racy at higher zcut. The prediction underestimates
the cross section in the tail region, where the fixed
order calculation is expected to provide an accurate
description of the data.

7.2 Comparison to SCET predictions

Figure 4 shows the measured GIM single-
di↵erential cross section, with SCET calculations
in comparison [89]. The predictions are normalized
to the data in the range GIM < �1 by equat-
ing their integrals. Two values of the mean of the
non-perturbative shape function, ⌦NP = 1.1 GeV
and 1.5 GeV, are used in the prediction. The shape
function encapsulates the non-perturbative contri-
bution to the observable resulting from hadroniza-
tion, which becomes increasingly important at low

values of GIM. The prediction has associated scale
uncertainties, which are determined by varying all
scales in the perturbative prediction by a factor of
2. Note, however, that the uncertainty of the shape
function is not evaluated, so that the total theory
uncertainty is underestimated at the smaller val-
ues of zcut, where the shape function makes a more
significant contribution to the total distribution.

The level of agreement of the calculation with data
is limited for zcut = 0.05 and 0.1, with better
agreement for zcut = 0.2. This accords with the
expectation that the SCET approximation is valid
for 1 � zcut ⇠ M2

Gr./Q
2 [89], which is not respected

for zcut = 0.05 and 0.1. The data likewise prefer
⌦NP = 1.5 GeV, which is expected since the cal-
culation generates on average smaller mass than
observed in the data, and the shape function, which

14

[H1 arXiv:2403.10134]



19

Photoproduction
• New in Sherpa 3: Photoproduction 

processes including MC@NLO 
matching


• photon spectrum in effective photon 
approximation


• photon either directly takes part in 
hard process or is                      
“resolved” into                             
quarks/hadrons


• photon pdf (i.e. partons                           
in the photon) limit precision 

final states at large scales, i.e. jets, is simulated in the usual way by dressing the hard parton–level matrix
element with subsequent parton showers, the fragmentation of the resulting partons into hadrons during
hadronization, possibly including an underlying event. Recently, the model was extended to also include the
perpendicular component of the photon momentum [26].

Pushing for higher accuracy, there have been a few predictions for inclusive jet-production at fixed-order at
HERA [27–31] and the EIC [32], while more attention has recently been paid to exclusive meson production
processes and photo-production at heavy-ion collisions [33–38].

Anticipating the increased precision requirements for successfully operating a possible future lepton collider
such as FCC-ee or the planned electron–ion collider, EIC, motivates to revisit the physics of photon–induced
processes and to arrive at fully-di↵erential predictions at Next-To-Leading Order (NLO) in QCD perturba-
tion theory. We report here on the systematic inclusion of PDFs for quasi–real photons into the SHERPA
event generation framework [39,40], the modelling of multiple-parton interactions, and the extenstion of the
calculation to Next-to-Leading Order matched to the parton shower. The paper is organised as follows. In
Sec. 2 we briefly discuss how SHERPA combines the equivalent photon approximation (EPA) and photon
PDFs, with some emphasis on the e�cient integration over the resulting phase space, the matching to the
parton shower at NLO and the multiple-parton interactions (MPI) model. In Sec. 3 we will show some first
results of full Monte Carlo simulations, comparing results obtained with SHERPA to data from both the LEP

and HERA experiments at MC@NLO accuracy. We present comparisons to Leading Order and study the
e↵ect of the MPI. We summarise our findings in Sec. 4.

2 Equivalent Photons and their PDFs

For the simulation of photo-production events in SHERPA, we use its existing EPA interface, improved the
phase space handling for the initial states for a more e�cient integration, and added relevant photon PDFs
to SHERPA’s internal PDF interface. The resulting code will be publically available as part of the upcoming
release of SHERPA 3.0; in the meantime it can be obtained from the authors upon request.

2.1 Phase Space Handling

In the following we detail the structures for e�cient phase space sampling, using the most involved example
of doubly resolved photon–photon collisions at lepton colliders, schematically depicted in Fig. 1. The two

EPA ISR

ME

ISREPA

s12, y12 ! s
0
12, y

0
12 ! s

00
12, y

00
12

p1 p
0
1

p
00
1

p
00
2

p
0
2

p2

q
00
1

q
00
N

Figure 1: Schematic sketch of the phase space mappings between the di↵erent steps in the initial states,
i.e. the Equivalent Photon Approximation (EPA) and the Initial State Radiation (ISR), and the
Matrix Element (ME). Each coordinates pair of Mandelstam-s0(0) and rapidity y

0(0) is randomly
sampled and the momenta are calculated as functions of these.

incoming leptons have momenta p1 and p2, and a (beam) c.m.-system characterised by the c.m.-energy
squared s12 and its rapidity y12 in the lab system. The momenta of the photons emitted by the leptons,
p
0
1 and p

0
2, create a (photon) c.m.-system characterised by its c.m.-energy squared s

0
12 and rapidity y

0
12 with

respect to the beam system. The partonic structure of the photons, as described by the PDFs, results in two
partons with momenta p

00
1 and p

00
2 to finally enter the hard process which will result in final state particles

with momenta q
00
i . The hard scattering is characterised by a c.m.-energy of s0012 and a rapidity y

00
12 w.r.t.

2

from the MPIs, we again suspect that the naive parameter choice underestimate the amount of additionally
generated radiation.
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Figure 8: Di↵erential dijet inclusive cross section with respect to the transverse momentum of the leading
jet, with 0 < ⌘

(1)
< 1 (upper panel) and 1 < ⌘

(1)
< 2.4 (lower panel) and in di↵erent bins for ⌘(2),

comparing results of our SHERPA MC@NLO simulation at hadron-level incl. MPI e↵ects with the
LO simulation and with data [11] taken by ZEUS at HERA Run 1.

3.3 Photon PDF for precision phenomenology
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Figure 9: Distributions for cos⇥⇤ at LEP (left) and for cos ✓⇤ at HERA (right), comparing SHERPA’s LO
simulations with data from OPAL [5] and ZEUS [11]. Scale uncertainties at LO are indicated by
the pink band, while PDF uncertainties are shown with the blue hatched area.

The predictions of photo-production cross sections and distributions in low-x� space exhibit large variations
depending on the used photon PDF. In fact, these deviations can be as large or even larger in value than

9

addition we observe that hadronization e↵ects reduce the cross section in the unresolved domanin, while the
combination of hadronization and multiple parton scattering increases it in the doubly-resolved regime. The
visible e↵ect in the latter suggests that a careful retuning of the MPIs may further improve agreement with
data.
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Figure 3: Distributions x±
� , collectively denoted as x� in di↵erent bins of average transverse jet energy: ĒT 2

[5GeV, 7GeV] (left), ĒT 2 [7GeV, 11GeV] (middle), ĒT 2 [11GeV, 25GeV] (right). Results of
the SHERPA simulation with MC@NLO accuracy are compared with results at LO and with data
from OPAL at an e

�
e
+ c.m.-energy of 198 GeV [5].

We report that distributions in x
obs
� for three di↵erent ĒT experience a significant improvement in shape

when going from Leading to Next-to-Leading Order, cf. Fig. 3. However, in the transition region between
doubly resolved to unresolved events, we notice a clear di↵erence in shape: While for x

obs
� < 0.6 � 0.7

the prediction is relatively flat below the data, the underprediction at around x
obs
� ⇡ 0.8 persists at NLO.

Apart from possibly insu�cient photon PDFs – a point we will elucidate below – there are a number of
possible explanations: First of all, as before, a retuning of MPIs may come to the rescue and fill up the gap.
Secondly, this drop around x� ⇡ 0.7 could be attributed to the missing QED splitting kernel in the evolution
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Figure 4: Distributions of |�⌘| (left), |⌘cntr| (middle), and |⌘fwd| (right), comparing MC@NLO and LO.
Results of the SHERPA simulation are compared with results from OPAL at an e

�
e
+ c.m.-energy

of 198 GeV [5].

of the parton shower. Including this term would impact the backwards evolution of the photonic initial state
radiation leading to a photon being reconstructed as the initial state also in the case of a resolved process.
This again would lead to fewer radiation being generated, therefore shifting the distribution of the resolved
process towards larger x� values. The inclusion of this term in the evolution of the initial state showering
is left for future work. Finally, we should stress that our singly resolved events are described by the 2 ! 2
scattering of on-shell photons with partons from the resolved photons, an approximation which is probably
not entirely correct as virtual photons would lead to a DIS-like scattering of the resolved photon, thereby
inducing a somewhat di↵erent kinematics and scale choices.

Fig. 4 shows distributions of jet pseudo-rapidities and their di↵erences. Again, the overall shape of the
prediction is improved and the lowered NLO cross-section is countered by the inclusion of Multiple-Parton
Interactions (MPIs).
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Hard Diffraction
• New Implementation based on 

Pomeron pdf approach


• Matrix element calculate at NLO 
and matched in MC@NLO 
approach


• Also: diffractive photoproduction, 
connected to conceptual questions 
about factorisation
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Figure 1: Di!erential DDIS cross-sections with respect to the photon-proton centre-of-mass energy W , the
photon virtuality Q

2, and the leading jet transverse momentum E
→jet1
T (upper row, left to right,

data from [4]), to momentum ratios xIP , zIP and inelasticity y (second row, left to right, data
from [36]), to the average pseudorapidity →ω↑ and the pseudorapidity di!erence ”ω of the jets as
well as the transverse momentum of the leading jet Ejet1

T (third row, left to right, data from [36]).
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Depending on the virtuality of the exchanged photon, events can be further di!erentiated into the deep-
inelastic scattering (DIS) or the photoproduction regime. In the latter case, the factorisation includes a
photon flux and, potentially, a photon PDF. The overall phase space setup and the implementation of the
photoproduction events follows [15].

This results in the following factorisation formula for the cross-section for Di!ractive DIS

ω
(DDIS) (ep → eXY ) =

∫ xIP,max

0
dxIP

∫ tmin

tcut

dt

∫ 1

0
dxif

D
i (xi, µF , xIP , t) ω̂ (ei → eXY ) (2.5)

and for Di!ractive Photoproduction

ω
(DPHO) (ep → eXY ) =

∫ 1

0
dxf (e)

ω (x)

∫ xIP,max

0
dxIP

∫ tmin

tcut

dt

∫ 1

0
dxjf

(ω)
j (xj , µF ) dxif

D
i (xi, µF , xIP , t) ω̂ (ji → XY ) (2.6)

where in the latter case f
(ω)
j is replaced by a Delta distribution for direct photoproduction.

3 Validation: simulation and data

3.1 Event generation

Events are generated with a pre-release of SHERPA [16,17] v3.0.0; the code will be made available in a future
release. The matrix element part of the simulation used AMEGIC [18,19] and COMIX [20] for tree-level matrix
elements, OPENLOOPS [21–24] for loop matrix elements, and Catani-Seymour dipole subtraction [25, 26]
automated in [19] for the treatment of infrared divergences. The matching to the parton shower [27] is
achieved through the MC@NLO formalism [28] in its implementation presented in [29]. For the PDFs we
used built-in interfaces to the SAS1M set [30, 31] for the photon and the H1 2007 Fit B set [6] for the
pomeron. For the reggeon and the proton, we used the sets GRVPI0 [14] and PDF4LHC21 40 pdfas [32],
respectively, interfaced through LHAPDF [33]. The parameters of pomeron flux were taken from the fit
in [6]. We calculated in the 3-flavour scheme in accordance with the PDF and additionally allowed for
massive c-quarks at NLO and massive b-quarks at LO in the final state. We consistently used the current
default value for εS = 0.118 with three-loop running, which is also in-line with the H1 2006 PDF. The
factorisation scale and the renormalisation scale were set to µF = µR = HT /2 for photoproduction events
and to µ

2
F = µ

2
R = 1

4 (Q
2 + H

2
T,hadr) for DIS events, with HT,hadr as the scalar sum over the transverse

momenta of all hadronic particles, and were varied by factors of 2 in a 7-point scale variation to estimate the
uncertainties. The partonic final states were hadronized with the cluster fragmentation model of AHADIC [34],
fitted to LEP data.

Di!ractive events are simulated with an assumed intact beam proton. Low-mass excitations have been seen
to account for an additional 20% in cross-section flat in phase space and can therefore be taken into account
with an overall scaling of 0.83 [35]. Di!ractive photoproduction is composed of two components, the direct
and the resolved photon contributions, with the latter simulated through a photon PDF. However appealing
this picture of combining two PDFs is – one for the photon, one for the pomeron or reggeon – the assumed
factorisation underpinning it is expected to break down [3] as a consequence of additional soft interactions
between the photon and the proton beam. To account for the suppression of these events, we generalized the
multiple-interactions modelling in SHERPA to allow for this kind of interactions. Naturally, this argument
can only be applied to the resolved component and therefore it has been conjectured that factorisation might
still hold for the direct component [9]. We will study this ansatz in Sec. 5.3.

3.2 Experimental observables and datasets

Our implementation of di!ractive events in DIS and photoproduction was validated with data from the
H1 [4, 36] and ZEUS [37] collaborations.

3

[Meinzinger, Krauss ’24]



21

Preparing for the EIC
Summary & Outlook



22

Hard Diffraction and Photoproduction
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Figure 8: Predictions at LO and MC@NLO accuracy of SHERPA for a range of observables relevant for di!rac-
tive DIS at the EIC, namely: the momentum ratios xIP , zIP and inelasticity y (upper row, left to
right), leading jet transverse momentum E

jet1
T , average jet rapidity →ω↑ and di!ractive mass MX

(middle row, left to right), transverse thrust T→, thrust minor T→,m and transverse sphericity S→
(bottom row, left to right).

In Fig. 9, we display the momentum fractions, inelasticity and jet observables as well as event shapes in
di!ractive photoproduction. Uncertainties due to the fitting to factorisation breaking and due to scale
choices are of comparable size, and the K factors between the MC@NLO and LO accuracy again reach values
of about 5. The event shapes exhibit an anticipated e!ect, namely that the limited phase space leads to
lower multiplicities and an even stronger dominance of dijet events compared to the DDIS events in the
previous chapter, manifest in the sharper peak at low values of 1↓ T→, T→m, and S→.
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• Hard diffraction from 
with EIC kinematics

[Meinzinger, Krauss ’24]
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Figure 1: Distributions of inclusive jet transverse energy ET (left) and the xω (right) of the SHERPA simula-
tion with MC@NLO accuracy, compared with results at LO.
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Figure 2: Event shapes observables: Transverse thrust major (upper left) and minor (upper right) distribu-
tions, C parameter (lower left) and charged particle multiplicity distribution Ncharged inside the
detector acceptance of |ω| < 4 (lower right), all obtained with the SHERPA simulation at MC@NLO

accuracy, compared with results at LO.

Moving on to event shapes, we study distributions of transverse thrust and transverse thrust minor in
the upper panel of Fig. 2. In both observables, the direct and the resolved component contribute to
approximately equal amounts throughout the whole parameter space. This is in contrast to the C-parameter

3

• As well as photo 
production, see [Meinzinger, Krauss ’24]
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(NLO) Merged CC/NC predictions for the EIC
• Study with EIC kinematics 


• Including CC with MC@NLO and 
MEPS@NLO


• Uncertainty budget with NP 
uncertainties from replicas
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MEPS@LO+3j
MC@NLO
LO
Sherpa 3 Preliminary

10−1

1

10 1

EIC kinematics

d
σ

/
d

Q
2

[f
b

/
G

eV
2
]

10 1 10 2 10 3 10 4
0

0.5

1

1.5

2

Q2 [GeV2]

R
at

io

[Meinzinger, DR, Silvetti WIP]

[Knobbe, DR, Schumann ‘23]

https://inspirehep.net/literature/2673388
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Summary
• Sherpa 3 multi purpose event generator


• Traditional focus on perturbative precision calculations               
applicable at high energy scales (e.g. ) matched to                     
parton showers


• merging of matrix elements with many jets


• crucial for extrapolation to small  


• Photoproduction for , related ideas for hard diffractive process


• Re-evaluating DIS simulation with HERA data and making first 
predictions for the EIC

Q2

Q2

Q2 → 0


