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Di-hadron and di-jet correlation measurements in proton–nucleus (p+A) and electron–nucleus
collisions are widely motivated as sensitive probes of novel, non-linear QCD saturation dynamics
in hadrons, which are particularly accessible in the dense nuclear environment at low values of
Bjorken-x (xA). Current measurements at RHIC and the LHC observe a significant suppression in
the per-trigger yield at forward rapidities compared to that in proton–proton collisions, nominally
consistent with the “mono-jet” production expected in a saturation scenario. However, the width
of the azimuthal correlation remains unmodified, in contradiction to the qualitative expectations
from this physics picture. I investigate whether the construction of these observables leaves them
sensitive to e!ects from simple nuclear shadowing as captured by, for example, universal nuclear
parton distribution function (nPDF) analyses. I find that modern nPDF sets, informed by recent
precision measurements sensitive to the shadowing of low-xA gluon densities in LHC and other
data, can describe all or the majority of the di-hadron/jet suppression e!ects in p+A data at both
RHIC and the LHC, while giving a natural explanation for why the azimuthal correlation width is
unmodified. Notably, this is achieved via a (xA, Q

2)-di!erential suppression of overall cross-sections
only, without requiring additional physics dynamics which alter the inter-event correlations.

I. INTRODUCTION

Proton–nucleus (p+A) collisions at the Relativistic
Heavy Ion Collider (RHIC) and the Large Hadron Col-
lider (LHC) serve as experimental opportunities to probe
novel parton dynamics inside high-density nuclei [1, 2].
Multiple theoretical approaches attempt to describe hard
and semi-hard scattering processes in p+A collisions.
One approach is based on leading-twist perturbative
QCD in a collinear factorization picture, where all initial
and final state e!ects on hard process rates are contained
within a set of empirically-determined universal nuclear
parton density functions (nPDFs) [3]. The nPDFs are
taken to be process-independent and depend only on the
Bjorken-x in the nucleus (xA) and the parton momen-
tum transfer Q2. Calculations based on the nPDF pic-
ture have been successful in describing how jet, hadron,
and electroweak boson cross-sections (e.g.) are modified
in collisions involving nuclei over a very large kinematic
range. Other theoretical approaches are based on first-
principles, dynamical descriptions of the initial state of
the cold nucleus, such as from coherent multiple scat-
tering of the partons participating in the hard scatter-
ing [4, 5] or within the Color Glass Condensate (CGC)
e!ective theory framework [6–9]. The quite di!erent na-
ture of these approaches raises an important question
as to what extent these paradigms are distinct and what
range of phenomena each should be expected to describe.

A key topic in contemporary heavy-ion and future
Electron Ion Collider (EIC) physics is the search for
definitive evidence of the onset of gluon saturation in
collisions involving nuclei. These should give rise to a
variety of novel e!ects besides just the suppression of
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cross-sections from nuclear shadowing, for example as
encoded in the nPDFs. In the theoretical literature, di-
hadron or di-jet correlation measurements in p+A col-
lisions have long been motivated as a way to identify
the onset of these non-linear QCD e!ects, particularly
within the CGC theory [10–16]. Schematically, the in-
coming parton in the proton interacts coherently with a
saturated gluon field in the nucleus, scattering to pro-
duce a “mono-jet” with no recoiling partner above some
kinematic threshold. The increased prevalence of such
mono-jet configurations manifests as a decreased yield
of “associated” hadrons or jets, conditional on the pres-
ence of a “trigger” hadron or jet, and a broadening of the
azimuthal correlation between detected pairs. In this pic-
ture, one generally expects both suppression and broad-
ening e!ects to appear together, although the specific
degree of broadening may be sensitive to the inclusion of
various NLO e!ects [17]. These phenomena are most rel-
evant at forward (proton-going) rapidities, which select
processes with a low xA. Importantly, future di-hadron
correlation measurements in electron–nucleus (e+A) col-
lisions have also been identified as one of the essential
signals of saturation at the EIC [17–19].

Early measurements of forward di-hadron correlations
in deuteron–gold (d+Au) collisions have been performed
by STAR [20] and PHENIX [21] at RHIC, showing a
significant suppression of the per-trigger yield compared
to that in p+p collisions in the same kinematics. At the
time, multiple authors considered the question of whether
a picture based on perturbative QCD with the contempo-
rary set of collinear nPDFs (i.e. and no other dynamics)
can describe such signatures, e.g. Refs. [22–24]. This
is challenging because an nPDF-based picture has only
one mechanism to a!ect such observables, which is via
a reweighting of cross-sections in a way that is univer-
sal in (xA, Q2), and it cannot otherwise modify partic-
ular properties of events such as the kinematics of final
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Two different approaches to describing effects in 
(semi-)hard processes in p+A collisions.

pQCD + collinear factorization 
+ nuclear PDF modification 

universal in (xA, Q2)
dynamical description of effects in 
the initial state of the cold nucleus
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Fig. 8 The EPPS21 nuclear modifications of average nucleons in car-
bon (two leftmost columns) in lead (two rightmost columns) at the initial
scale Q2 = 1.69 GeV2 and at Q2 = 10 GeV2. The central results are
shown by thick black curves, and the nuclear error sets by green dotted

curves. The blue bands correspond to the nuclear uncertainties and the
purple ones to the full uncertainty (nuclear and baseline errors added in
quadrature)
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Gluon density 
modification in nuclei

Glasma diagram (courtesy 
Raju Venugopalan)
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Looking	forward

I.	Vitev,	J.	Qiu,	PLB,	2006
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Are these describing distinct 
phenomena? Or different ways of 

capturing the same physics?

9Matt Durham

Backward charm – challenging nPDF
arXiv: 2311.08490

• Forward data well within uncertainties from updated nPDF calculation
• Backwards rapidity shows clear deviation from nPDF

Frameworks for p+A collisions
Nuclear PDF modification 

(nPDF) approach

Color Glass Condensate 
(CGC) effective theory 

calculation
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Mono-jet production in saturated nuclei

Parton in proton interacts 
coherently with saturated 

gluons in nucleus

proton proton

jet (from hard-
scattered parton)

jet

“Ordinary” leading-twist pQCD 
di-jet production in, e.g., 
proton-proton collisions

proton nucleus

jet
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(a) Feynman graph for qiqj !
qiqj for i 6=

j(b) Feynman graphs for qiqi !
qiqi (identical quark flavors)

(c) Feynman graphs for qi q̄i !
gg

(d) Feynman graphs for gg
!

gg

Figure 2.9: Diagrams corresponding to the matrix elements needed to evaulate LO
QCD partonic

cross-sections.
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Di-hadron correlations150 7.3. THE NUCLEUS: A LABORATORY FOR QCD

p
s = 90 GeV

ptrigT > 2 GeV

ptrigT > passocT > 1 GeV

0.2 < ztrigh , zassoch < 0.4
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Figure 7.63: Comparison between the dihadron azimuthal angle correlation in e+Au col-
lisions (labeled with filled red circles) and that in e + p collisions (labeled with filled teal
squares). The results with the detector smearing are shown in open markers. The solid lines
represent the results obtained from the theoretical model calculations in the CGC formalism.

link structure of the WW gluon distribution, and calculations within the CGC for-
malism, it has been proposed [537, 740] that the DIS back-to-back dijet/dihadron
production at the EIC can be used to directly probe the WW distribution, which
has not been measured before.

To directly probe the WW gluon distribution and gluon saturation effects at low
x, we can measure the azimuthal angle difference (Df) between two back-to-
back charged hadrons in e+A collisions (e+A ! e0h1h2X). This azimuthal angle
distribution can help us map the transverse momentum dependence of the in-
coming gluon distribution. The away-side peak of the dihadron azimuthal an-
gle correlation is dominated by the back-to-back dijets produced in hard scatter-
ings. Due to the saturation effect, the WW gluon TMD can provide additional
transverse momentum broadening to the back-to-back correlation and cause the
disappearance of the away-side peak when the saturation effect is overwhelm-
ing [537, 741]. A comparison of the heights and widths of the coincidence proba-
bilities C(Df) = Npair(Df)/Ntrig in e + p and e+A collisions will be a clear experi-
mental signature for the onset of the saturation effect.

Furthermore, following the prescriptions in Ref. [742], a Monte Carlo simulation
has been carried out for the azimuthal angle correlations of two charged hadrons
at

p
s = 90 GeV in e+pand e+Aucollisions. The results of the simulation are also

compared with the prediction from the saturation formalism. To focus on the low-x
region, the events within the range of the virtuality 1 < Q2 < 2 GeV2 and inelas-
ticity 0.6 < y < 0.8 are selected. Events in nearby Q2 and y bins are expected
to yield similar results. The hadron pairs are required to have an energy fraction
0.2 < ztrig, zassc < 0.4 within the pseudorapidity range |h| < 3.5 with ptrig

T > 2

Long history within CGC framework:


Jalilian-Marian, Kovchegov (2004)

Kharzeev, Levin, McLerran (2005)

Marquet (2007)

Stasto, Xiao, Yuan (2012)

Kutak, Sapeta (2012)

Albacete, Giacalone, Marquet, Matas (2019)

… many, many others
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EIC Yellow Report, physics.ins-det/2103.05419

General expectation in saturation picture: 

(1) decrease in per-trigger yield

(2) broadening of the remaining 

correlation function

Also expected “smoking gun” 
signal of saturation at EIC!
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In both measurements: a depleted per-trigger yield, 
interpreted as compatible with saturation 


In both measurements, no change in  correlation 
shape — challenging for saturation description … 
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Forward di-jets in p+Pb by ATLAS Forward di-hadrons in p+Au by STAR

In Fig. 2, the area, width, and pedestal ratios of back-to-
back di-π0 correlations in pþ Al and pþ Au relative to
pþ p collisions are shown as a function of passo

T . The
systematic uncertainties of the area, width, and pedestal are
estimated from nonuniform detector efficiency for each
collision system as a function of ϕ. A data driven
Monte Carlo method was performed bin by bin in pT to
determine the systematic uncertainties of the area, width,
and the pedestal. An input correlation, without detector
effects, was sampled by two Gaussians at the near-side and
away-side peaks and a constant for pedestal. A correlation
with detector effects included was obtained by weighting
the ϕ distributions with the data and then a mixed-event
correction was applied to the correlation. The difference

between the input and the corrected correlations defines the
estimated systematic uncertainties, which serves as a
closure test. The systematic uncertainty depends on pT
and rarely depends on the collision system. The systematic
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FIG. 2. Relative area (a), relative width (b), and relative
pedestal (c) of back-to-back di-π0 correlations at forward pseu-
dorapidities (2.6 < η < 4.0) in pþ Al and pþ Au with respect
to pþ p collisions for ptrig

T ¼ 2.5–3 GeV=c as a function of
passo
T . The vertical bars indicate the statistical uncertainties and

the vertical bands indicate the point-to-point systematic uncer-
tainties. The horizontal width of the bands is chosen for visual
clarity and does not reflect the uncertainty. The points of pþ Al
collisions are slightly offset in passo

T for visual clarity. The theory
prediction based on the RCBK model [36] is calculated for an
impact parameter b ¼ 0.
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Recent measurements at RHIC and LHC

This talk: what part of the effect in data, if any, could be described with 
“ordinary” nPDF modification, i.e. in a collinear factorization picture?


An exploratory study using MC event generators to gauge the possible 
signal from recent nPDF sets … 
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away-side peaks and a constant for pedestal. A correlation
with detector effects included was obtained by weighting
the ϕ distributions with the data and then a mixed-event
correction was applied to the correlation. The difference

between the input and the corrected correlations defines the
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FIG. 2. Relative area (a), relative width (b), and relative
pedestal (c) of back-to-back di-π0 correlations at forward pseu-
dorapidities (2.6 < η < 4.0) in pþ Al and pþ Au with respect
to pþ p collisions for ptrig

T ¼ 2.5–3 GeV=c as a function of
passo
T . The vertical bars indicate the statistical uncertainties and

the vertical bands indicate the point-to-point systematic uncer-
tainties. The horizontal width of the bands is chosen for visual
clarity and does not reflect the uncertainty. The points of pþ Al
collisions are slightly offset in passo

T for visual clarity. The theory
prediction based on the RCBK model [36] is calculated for an
impact parameter b ¼ 0.
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Shadowing in recent nPDF sets
• Many nPDF sets have recent updates incorporating LHC data sensitive to the 

low-  region - very strong shadowing!xA

• Note: nPDF’s can’t change inter-event correlations. They can only statistically 
upweight/downweight sets of events, and based only on their (xA, Q2)
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Fig. 8 The EPPS21 nuclear modifications of average nucleons in car-
bon (two leftmost columns) in lead (two rightmost columns) at the initial
scale Q2 = 1.69 GeV2 and at Q2 = 10 GeV2. The central results are
shown by thick black curves, and the nuclear error sets by green dotted

curves. The blue bands correspond to the nuclear uncertainties and the
purple ones to the full uncertainty (nuclear and baseline errors added in
quadrature)
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Figure 3: The nuclear modifications RV , RS , RG for Carbon (upper group of panels) and
Lead (lower group of panels) at our initial scale Q2

0 = 1.69GeV2 and at Q2 = 100GeV2.
The thick black lines indicate the best-fit results, whereas the dotted green curves denote the
error sets. The shaded bands are computed from Eq. (13).

At our parametrization scale Q2
0 there are large uncertainties in both small-x and

large-x gluons. Only at moderate x the gluons are somewhat better controlled as the
precision small-x DIS data — although directly more sensitive to the sea quarks —
constrain the gluons at slightly higher x due to the parton branching encoded into
DGLAP evolution. At higher Q2 the small-x uncertainty rapidly shrinks whereas at
large x a sizable uncertainty band persists.
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At our parametrization scale Q2
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large-x gluons. Only at moderate x the gluons are somewhat better controlled as the
precision small-x DIS data — although directly more sensitive to the sea quarks —
constrain the gluons at slightly higher x due to the parton branching encoded into
DGLAP evolution. At higher Q2 the small-x uncertainty rapidly shrinks whereas at
large x a sizable uncertainty band persists.

12

0.2
0.4
0.6
0.8
1.0
1.2
1.4

0.2
0.4
0.6
0.8
1.0
1.2
1.4

10-4 10-3 10-2 10-1 1
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

10-4 10-3 10-2 10-110-4 10-3 10-2 10-1
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

Q2=100 GeV2

Q2=1.69 GeV2

EPS09NLO

EPS09NLO

C C C

(
,

2 =
10
0
G
eV

2 )
C

(
,

2 =
1.
69
G
eV

2 )
C

0.2
0.4
0.6
0.8
1.0
1.2
1.4

0.2
0.4
0.6
0.8
1.0
1.2
1.4

10-4 10-3 10-2 10-1 1
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

10-4 10-3 10-2 10-110-4 10-3 10-2 10-1
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

Q2=100 GeV2

Q2=1.69 GeV2

EPS09NLO

EPS09NLO

Pb Pb Pb

(
,

2 =
10
0
G
eV

2 )
Pb

(
,

2 =
1.
69
G
eV

2 )
Pb

Figure 3: The nuclear modifications RV , RS , RG for Carbon (upper group of panels) and
Lead (lower group of panels) at our initial scale Q2

0 = 1.69GeV2 and at Q2 = 100GeV2.
The thick black lines indicate the best-fit results, whereas the dotted green curves denote the
error sets. The shaded bands are computed from Eq. (13).

At our parametrization scale Q2
0 there are large uncertainties in both small-x and

large-x gluons. Only at moderate x the gluons are somewhat better controlled as the
precision small-x DIS data — although directly more sensitive to the sea quarks —
constrain the gluons at slightly higher x due to the parton branching encoded into
DGLAP evolution. At higher Q2 the small-x uncertainty rapidly shrinks whereas at
large x a sizable uncertainty band persists.

12

EPS09 EPPS21

8



ATLAS measurement selection

proton

Select events with a 
“trigger” jet at forward 
rapidity, 2.7 <  < 4.0η

nucleus

Find the sub-leading jet in the 
event, whatever rapidity it is at

Measure the per-trigger yield

Note the normalization by 
number of trigger jets N1

normalized to the number of forward (2.7 < y⇤1 < 4.0) leading jets N1 in a given pT,1 interval, are defined
as:

C12(pT,1, pT,2, y⇤1, y
⇤
2) =

1
N1

dN12
d��
,

where N12 is the number of dijets, and �� is the azimuthal angle between the leading and subleading jets.
The C12 distributions are fitted and their widths W12 defined by the root-mean-square of the fit function:
W12(pT,1, pT,2, y⇤1, y

⇤
2) = RMS(C12).

In addition to dijet azimuthal angular distributions, the dijet conditional yields I12 are measured and defined
as:

I12(pT,1, pT,2, y⇤1, y
⇤
2) =

1
N1

d4N12
dy⇤1dy⇤2dpT,1dpT,2

.

The azimuthal angular correlations and conditional yields evaluated in p+Pb and pp collisions are compared
and the ratios in W12 and I12 between the two systems are calculated as:

⇢pPb
W (pT,1, pT,2, y⇤1, y

⇤
2) =

WpPb
12

Wpp
12
, ⇢pPb

I (pT,1, pT,2, y⇤1, y
⇤
2) =

IpPb
12

Ipp
12
.

To define a phase space that better suits next-to-leading-order calculations, a minimum �pT = pT,1 � pT,2
is required for the dijets [21–23]. However, techniques such as Sudakov resummation [24] can take into
account the absence of �pT requirements. Also, comparisons with fixed-order calculations and soft-gluon
resummation, which involve transverse-momentum-dependent PDFs, instead of collinear PDFs, are better
suited to scenarios not placing any minimum �pT requirement on the dijets. The results of the measurement
are therefore presented both without any requirement on �pT and with a requirement of �pT > 3 GeV.

2 Experimental setup

The measurements presented here are performed using the ATLAS calorimeter, trigger, and data acquisition
systems [25]. The calorimeter system consists of a sampling lead/liquid argon (LAr) electromagnetic
calorimeter covering |⌘ | < 3.2, a steel/scintillator sampling hadronic calorimeter covering |⌘ | < 1.7, a
LAr hadronic calorimeter covering 1.5 < |⌘ | < 3.2, and two LAr forward calorimeters (FCal) covering
3.2 < |⌘ | < 4.9. The electromagnetic calorimeters are segmented longitudinally in shower depth into three
layers plus an additional presampler layer and have a granularity that varies with the layer and pseudorapidity,
and which is also much finer than that of the hadronic calorimeter. The hadronic calorimeter has three
longitudinal sampling layers and comprises the Tile barrel and extended barrel hadronic calorimeters
covering |⌘ | < 1.7, and the hadronic endcap calorimeter (HEC) covering 1.5 < |⌘ | < 3.2. The minimum-
bias trigger scintillators detect particles over 2.1 < |⌘ | < 3.9 using two azimuthally segmented counters
placed at z = ±3.6 m. There are 12 measurements per counter. Each counter provides measurements of
both the pulse heights and the arrival times of energy deposits from each segment.

A two-level trigger system was used to select the pp and p+Pb collisions. The first level is the level-1 (L1)
hardware-based trigger implemented with custom electronics. The second level is the software-based high-
level trigger (HLT). Jet events were selected by the HLT with input from the L1 jet and transverse-energy
triggers in pp collisions, and minimum-bias trigger in p+Pb collisions. The two L1 transverse-energy
triggers used in pp collisions required the total transverse energy measured in the calorimeters to be greater
than 5 GeV and 10 GeV, respectively. The L1 jet trigger used in pp collisions required a jet to exceed

3

N1

The per-trigger normalization is 
sometimes argued to “cancel out” any 

overall suppression in the cross-section

9
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as:

I12(pT,1, pT,2, y⇤1, y
⇤
2) =

1
N1

d4N12
dy⇤1dy⇤2dpT,1dpT,2

.

The azimuthal angular correlations and conditional yields evaluated in p+Pb and pp collisions are compared
and the ratios in W12 and I12 between the two systems are calculated as:

⇢pPb
W (pT,1, pT,2, y⇤1, y

⇤
2) =

WpPb
12

Wpp
12
, ⇢pPb

I (pT,1, pT,2, y⇤1, y
⇤
2) =

IpPb
12

Ipp
12
.

To define a phase space that better suits next-to-leading-order calculations, a minimum �pT = pT,1 � pT,2
is required for the dijets [21–23]. However, techniques such as Sudakov resummation [24] can take into
account the absence of �pT requirements. Also, comparisons with fixed-order calculations and soft-gluon
resummation, which involve transverse-momentum-dependent PDFs, instead of collinear PDFs, are better
suited to scenarios not placing any minimum �pT requirement on the dijets. The results of the measurement
are therefore presented both without any requirement on �pT and with a requirement of �pT > 3 GeV.

2 Experimental setup

The measurements presented here are performed using the ATLAS calorimeter, trigger, and data acquisition
systems [25]. The calorimeter system consists of a sampling lead/liquid argon (LAr) electromagnetic
calorimeter covering |⌘ | < 3.2, a steel/scintillator sampling hadronic calorimeter covering |⌘ | < 1.7, a
LAr hadronic calorimeter covering 1.5 < |⌘ | < 3.2, and two LAr forward calorimeters (FCal) covering
3.2 < |⌘ | < 4.9. The electromagnetic calorimeters are segmented longitudinally in shower depth into three
layers plus an additional presampler layer and have a granularity that varies with the layer and pseudorapidity,
and which is also much finer than that of the hadronic calorimeter. The hadronic calorimeter has three
longitudinal sampling layers and comprises the Tile barrel and extended barrel hadronic calorimeters
covering |⌘ | < 1.7, and the hadronic endcap calorimeter (HEC) covering 1.5 < |⌘ | < 3.2. The minimum-
bias trigger scintillators detect particles over 2.1 < |⌘ | < 3.9 using two azimuthally segmented counters
placed at z = ±3.6 m. There are 12 measurements per counter. Each counter provides measurements of
both the pulse heights and the arrival times of energy deposits from each segment.

A two-level trigger system was used to select the pp and p+Pb collisions. The first level is the level-1 (L1)
hardware-based trigger implemented with custom electronics. The second level is the software-based high-
level trigger (HLT). Jet events were selected by the HLT with input from the L1 jet and transverse-energy
triggers in pp collisions, and minimum-bias trigger in p+Pb collisions. The two L1 transverse-energy
triggers used in pp collisions required the total transverse energy measured in the calorimeters to be greater
than 5 GeV and 10 GeV, respectively. The L1 jet trigger used in pp collisions required a jet to exceed
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y2 selections. The Pythia simulation described these
measured distributions in reasonable, but not perfect,
detail over many orders of magnitude. This is because,
although it includes many aspects which are important
for a full description of hard processes such as initial and
final state radiation and a sophisticated parton shower,
it is not a true next-to-leading order generator.

The nuclear PDF e!ects were evaluated by determin-
ing, for each event, the modification factor RA

f (xA, Q2)
for the flavor f and Bjorken-x of the hard-scattered par-
ton in the nucleus A, xA, at the Q2 of the Pythia hard
process [37]. The modification factor was applied as an
event-level weight. Thus, the impact of the nPDFs (such
as on the trigger-jet or di-jet yields) in p+Pb collisions,
compared to the p+p collision baseline, can be evaluated
by comparing the simulated events with and without this
weighting.

Three recent nPDF sets for the 208Pb nucleus were
considered: EPPS21 [30] as the principal one, with
nCTEQ15 [29, 38] and nNNPDF 3.0 [39] as additional
comparisons, each through the use of the LHAPDF 6.5.4
interface [40]. For EPPS21, LHAPDF provides the
full PDF consisting of EPPS21 modifications atop the
CT18A next-to-leading order (NLO) PDF [41], as well
as the associated CT18ANLO free proton PDF. Thus,
the modification factor was calculated by taking the ra-
tio of the PDF values between the two. The uncertainty
for EPPS21 was evaluated by considering the upper and
lower limits of the 24 variations corresponding to the 90%
confidence level nuclear error set, and summing their im-
pact in quadrature. The variations associated with the
baseline CT18 errors are assumed to cancel strongly in
the p+Pb-to-p+p comparison and thus were not explic-
itly evaluated. For nCTEQ15, the “WZ+SIH FullNuc”
version, was used. This version incorporates recent LHC
W/Z boson data and single inclusive hadron data, both
to better describe the low-xA gluon region, and which
also accounts for the isospin composition of nucleons
in the nucleus. For nNNPDF 3.0, the NLO version of
the set with ωs = 0.118 was used, as provided through
LHAPDF.

To illustrate how nPDF e!ects manifest in the ATLAS
measurement, Fig. 1 shows an example of xA distribu-
tions for two selections: the forward trigger jet selection
alone (the inclusive selection), and the addition of a spe-
cific forward sub-leading jet requirement (the coincidence
selection). While the trigger jet selection predominantly
selects low-xA events, the distribution of xA values is
nevertheless broad. On the other hand, by constrain-
ing the kinematics of the full di-jet system with the co-
incidence selection, the resulting events have a sharply
peaked xA distribution around xA → 5 ↑ 10→4. For
the example kinematics here, the suppression in the to-
tal trigger jet yield N1 from the nominal EPPS21 set
is ↓ 0.89, while for the di-jet yield N12 it is ↓ 0.84.
Thus, the suppression of cross-sections from nPDF ef-
fects would partially but not completely cancel, and the
per-trigger yield would be suppressed at a nominal level

4−10 3−10 2−10 1−10 1
+Pb collision)p in a Ax (i.e. 2x

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Ev
en

t f
ra

ct
io

n

 = 0.4 jetsRPythia 8.307, 5.02 TeV, 
Inclusive (require forward jet):

 < 4.0
1

η < 35 GeV, 2.7 < 
T,1
p    28 < 

Coincidence (also require sub-leading jet):
 < 4.0

2
η < 35 GeV, 2.7 < 

T,2
p    28 < 

FIG. 1. Distribution in Pythia8 of the values of Bjorken-x
in the nucleus in 5.02 TeV p+Pb collisions, for the “inclu-
sive” selection of a leading jet with pT,1 = 28–35 GeV in
2.7 < y1 < 4.0 and no other explicit requirement (black)
and the “coincidence” selection where events must addition-
ally contain a sub-leading jet with pT,2 = 28–35 GeV in
2.7 < y2 < 4.0 (red).
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FIG. 2. Ratio of the per-trigger forward di-jet yield in p+Pb
collisions to that in p+p collisions at 5.02 TeV. The black
points are data from ATLAS [31], with the vertical lines and
boxes showing the statistical and systematic uncertainties,
respectively. The colored horizontal lines show respectively
the values in EPPS21 (solid red), nCTEQ15WZ+SIH (dot-
ted blue), and nNNPDF 3.0 (dashed green), with the shaded
boxes around the EPPS21 line indicating the theoretical un-
certainty (see text). Di!erent selections on the leading and
sub-leading jet pT are shown at di!erent horizontal positions,
as indicated in the x-axis.

of N12/N1 → 0.84/0.89 → 0.94.
Fig. 2 compares the ratio of the forward di-jet per-

trigger yield I12 in p+Pb to p+p collisions, between
the values measured in ATLAS to those calculated us-
ing Pythia plus EPPS21, nCTEQ15, and nNNPDF 3.0.
The data compared here are for both jets in the forward-
most selection 2.7 < y1, y2 < 4.0, with the full set of pT,1

and pT,2 selections reported by ATLAS. The nominal

Nominal shadowing in EPPS21NLO: 

RpA(inclusive) ~ 0.89, RpA(coincident) ~ 0.84 

Per-trigger yield = N12 / N1 suppressed by ~ 0.84/0.89 ~ 0.94 ! 
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➡Considering full theory + data 

uncertainties, nPDFs compatible 
with the full suppression effect 

➡Similar central value in nNNPDF, 
but smaller suppression in 
nCTEQ15 (no errors shown)
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y2 selections. The Pythia simulation described these
measured distributions in reasonable, but not perfect,
detail over many orders of magnitude. This is because,
although it includes many aspects which are important
for a full description of hard processes such as initial and
final state radiation and a sophisticated parton shower,
it is not a true next-to-leading order generator.

The nuclear PDF e!ects were evaluated by determin-
ing, for each event, the modification factor RA

f (xA, Q2)
for the flavor f and Bjorken-x of the hard-scattered par-
ton in the nucleus A, xA, at the Q2 of the Pythia hard
process [37]. The modification factor was applied as an
event-level weight. Thus, the impact of the nPDFs (such
as on the trigger-jet or di-jet yields) in p+Pb collisions,
compared to the p+p collision baseline, can be evaluated
by comparing the simulated events with and without this
weighting.

Three recent nPDF sets for the 208Pb nucleus were
considered: EPPS21 [30] as the principal one, with
nCTEQ15 [29, 38] and nNNPDF 3.0 [39] as additional
comparisons, each through the use of the LHAPDF 6.5.4
interface [40]. For EPPS21, LHAPDF provides the
full PDF consisting of EPPS21 modifications atop the
CT18A next-to-leading order (NLO) PDF [41], as well
as the associated CT18ANLO free proton PDF. Thus,
the modification factor was calculated by taking the ra-
tio of the PDF values between the two. The uncertainty
for EPPS21 was evaluated by considering the upper and
lower limits of the 24 variations corresponding to the 90%
confidence level nuclear error set, and summing their im-
pact in quadrature. The variations associated with the
baseline CT18 errors are assumed to cancel strongly in
the p+Pb-to-p+p comparison and thus were not explic-
itly evaluated. For nCTEQ15, the “WZ+SIH FullNuc”
version, was used. This version incorporates recent LHC
W/Z boson data and single inclusive hadron data, both
to better describe the low-xA gluon region, and which
also accounts for the isospin composition of nucleons
in the nucleus. For nNNPDF 3.0, the NLO version of
the set with ωs = 0.118 was used, as provided through
LHAPDF.

To illustrate how nPDF e!ects manifest in the ATLAS
measurement, Fig. 1 shows an example of xA distribu-
tions for two selections: the forward trigger jet selection
alone (the inclusive selection), and the addition of a spe-
cific forward sub-leading jet requirement (the coincidence
selection). While the trigger jet selection predominantly
selects low-xA events, the distribution of xA values is
nevertheless broad. On the other hand, by constrain-
ing the kinematics of the full di-jet system with the co-
incidence selection, the resulting events have a sharply
peaked xA distribution around xA → 5 ↑ 10→4. For
the example kinematics here, the suppression in the to-
tal trigger jet yield N1 from the nominal EPPS21 set
is ↓ 0.89, while for the di-jet yield N12 it is ↓ 0.84.
Thus, the suppression of cross-sections from nPDF ef-
fects would partially but not completely cancel, and the
per-trigger yield would be suppressed at a nominal level
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FIG. 1. Distribution in Pythia8 of the values of Bjorken-x
in the nucleus in 5.02 TeV p+Pb collisions, for the “inclu-
sive” selection of a leading jet with pT,1 = 28–35 GeV in
2.7 < y1 < 4.0 and no other explicit requirement (black)
and the “coincidence” selection where events must addition-
ally contain a sub-leading jet with pT,2 = 28–35 GeV in
2.7 < y2 < 4.0 (red).
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FIG. 2. Ratio of the per-trigger forward di-jet yield in p+Pb
collisions to that in p+p collisions at 5.02 TeV. The black
points are data from ATLAS [31], with the vertical lines and
boxes showing the statistical and systematic uncertainties,
respectively. The colored horizontal lines show respectively
the values in EPPS21 (solid red), nCTEQ15WZ+SIH (dot-
ted blue), and nNNPDF 3.0 (dashed green), with the shaded
boxes around the EPPS21 line indicating the theoretical un-
certainty (see text). Di!erent selections on the leading and
sub-leading jet pT are shown at di!erent horizontal positions,
as indicated in the x-axis.

of N12/N1 → 0.84/0.89 → 0.94.
Fig. 2 compares the ratio of the forward di-jet per-

trigger yield I12 in p+Pb to p+p collisions, between
the values measured in ATLAS to those calculated us-
ing Pythia plus EPPS21, nCTEQ15, and nNNPDF 3.0.
The data compared here are for both jets in the forward-
most selection 2.7 < y1, y2 < 4.0, with the full set of pT,1

and pT,2 selections reported by ATLAS. The nominal
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FIG. 3. Ratio of the forward di-jet azimuthal correla-
tion width in p+Pb collisions to that in p+p collisions at
5.02 TeV. The black points are data from ATLAS [31], with
the vertical lines and boxes showing the statistical and sys-
tematic uncertainties, respectively. The colored horizontal
lines show respectively the values in EPPS21 (solid red),
nCTEQ15WZ+SIH (dotted blue), and nNNPDF 3.0 (dashed
green). nPDF uncertainties are not drawn. Di!erent selec-
tions on the leading and sub-leading jet pT are shown at dif-
ferent horizontal positions, as indicated in the x-axis.

suppression e!ect in Ip+Pb
12 /Ip+p

12 from EPPS21 (→ 7%)
is approximately half of that in the nominal values of the
data (→ 15%). However, when considering the full sta-
tistical and systematic uncertainty in the data, as well as
the uncertainty sets in EPPS21, in all but one kinematic
bin, the data are fully compatible with the e!ect in this
nPDF set. Ref. [31] notes that the experimental uncer-
tainties in the I12 ratio are dominated by those related to
the jet energy scale, and its potential di!erence between
p+Pb and p+p datasets. Thus, while there is no explicit
experimental guidance given on the point-to-point corre-
lation, this uncertainty source could plausibly be strongly
correlated between all the reported p+Pb/p+p ratios.

As additional comparisons, the nominal nPDF e!ects
in the nCTEQ15 and nNNPDF 3.0 sets have also been
evaluated. The central value of nNNPDF 3.0 agrees
closely with that from EPPS21. However, nCTEQ15
shows a much smaller level of suppression. This could
arise from, for example, a di!erent choice of input data
providing constraints on the low-xA region of nPDF mod-
ification.

For the same set of kinematic selections, Fig. 3 com-
pares the ratio of the forward di-jet correlation width
W12 in p+Pb to p+p collisions between the measured val-
ues and those calculated using the EPPS21, nCTEQ15,
and nNNPDF 3.0 nPDF sets. The nominal value of
W p+Pb

12 /W p+p
12 for all sets is very nearly unity, well within

the uncertainties of the data. The lack of any significant
broadening may be expected because, in the collinear
pQCD plus nPDF picture, the properties of individ-
ual events themselves are unmodified, but rather the
events contribute to the observable with a modified over-

all weight.
Thus, an nPDF-based picture, based purely on

reweighting cross-sections according to their (xA, Q2) val-
ues, is able to describe the small but significant suppres-
sion in the per-trigger yield observed in ATLAS data
while also naturally resulting in no modification to the
width of the ”ω distribution, and it is able to do so con-
sistently for di!erent selections on the kinematics of the
two jets.

III. FORWARD DI-HADRON CORRELATIONS
AT RHIC

The STAR measurement of forward di-hadron correla-
tions in p+Au collisions [32] is more challenging to model,
due to the weaker connection between measured hadron
fragments and the initial-state kinematics, the lower Q2

values which are close to the limits of validity for global
nPDF extractions, and other issues such as the presence
of an uncorrelated di-hadron pedestal. Thus, while the
modeling is broadly similar to that for di-jets described
in Sec. II, some key di!erences are highlighted below.
STAR measures forward di-hadron production in↑
sNN = 200 GeV p+Au and p+Al collisions and com-

pares the result to that in same-energy p+p collisions.
The measurement selects “trigger” ε0 hadrons in the
forward region 2.6 < ϑ < 4.0, for multiple pT ranges
denoted ptrigT , with a total yield N1. The pair yield N12

for additionally finding an “associated” ε0 in the same
pseudorapidity range, but in a lower pT range (passocT ), is
measured. The correlation function is defined as the per-
trigger yield N12/N1 and is reported as a function of ”ω
between the ε0 pair. Thus again the measured observ-
able is the ratio of a coincidence cross-section to an in-
clusive cross-section. Unlike the case with di-jets, where
the ”ω function is completely dominated by a strong
back-to-back peak, the di-hadron correlation includes a
significant pedestal contribution flat in ”ω which could
arise from, for example, underlying event (UE) produc-
tion, multi-parton interactions (MPIs), or double parton
scatterings [42]. The pair yield is contained in the back-
to-back contribution peaked at ”ω = ε, which must be
separated from this pedestal, thus introducing some level
of uncertainty in the measurement and also in the mod-
eling applied here.
STAR reports the area and width of the back-to-back

component of the correlation function in p+Au and p+Al
collisions compared to that in p+p, under di!erent selec-
tions in ptrigT and passocT . The area (i.e. yield) shows a
strong suppression of 20–40% depending on the collision
system and particular kinematic selections. On the other
hand, the width of the correlation function is unmodified
within uncertainties between the p+A systems and p+p.
As discussed above, nPDF e!ects on the total trigger

yield (N1) will generally be di!erent than that on the pair
yield (N12), since these sample di!erent distributions of
xA and Q2. Additionally, the modification may be ”ω-

nucl-th/2501.18347• On the other hand, no significant 
change in shape of  distribution 
from nPDF effects


➡  Same pattern as in the data


• Thus the nPDF picture “naturally” 
results in:


1. a suppression of the per-trigger 
yield,


while at the same time, 


2. no broadening (since inter-event 
correlations aren’t changed)
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Δϕ

Measure the per-trigger yield
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➡ looser connection to underlying 
 from hadrons (not jets)


➡ challenge to evaluate some nPDF 
sets in regions Q2 down to 1 GeV2


➡ pedestal+peak separation in data - 
non-trivial to model

(xA, Q2)
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In this Letter, we report measurements of back-to-back
azimuthal correlations of di-π0s in pþ Al and pþ Au
relative to pþ p collisions in the forward-pseudorapidity
region (2.6 < η < 4.0) at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV. The near-side
peak mainly addresses physics related to fragmentation and
is therefore not discussed in this Letter. If the suppression
of correlation functions is observed in pþ A collisions, the
use of different ion beams provides the opportunity to test
the CGC prediction of Q2

s dependence on A. The data were
obtained from pþ p, pþ Al, and pþ Au collisions in
2015 with the π0s reconstructed from photons, which
were identified with the STAR forward meson spectrometer
(FMS).
The FMS is an electromagnetic calorimeter installed at

the STAR experiment in the forward-pseudorapidity region
[31]. It is seven meters away from the nominal interaction
point, facing the clockwise circulating RHIC proton beam,
which makes the FMS response insensitive to the p, Al, and
Au target beam remnants. The FMS is a highly segmented
octagonal shaped wall with a 40 cm × 40 cm square hole
surrounding the beam pipe. It contains 1264 lead glass
blocks of two different types and sizes. The 476 small cells
from the inner portion each have dimensions of about
3.8 cm × 3.8 cm × 45 cm and collectively cover a pseu-
dorapidity range from 3.3 to 4.0. The outer region sur-
rounding the small cells is a set of 788 large cells,
5.8 cm × 5.8 cm × 60 cm in size, covering a pseudorapid-
ity range from 2.6 to 3.3.
The collision events are triggered by the FMS itself,

based on the transverse energy. The FMS board sum
triggers [31], which demand that the energy sum in
localized overlapping areas is above particular thresholds,
are used in the analysis. To remove the beam background,
the multiplicity at the time of flight detector (jηj < 0.9) [32]
is required to be above 2 and the number of tiles firing at
the backward (aluminum and gold going direction) beam
beam counter [33] (BBC, −5.0 < η < −3.3) is above 0.
The energy and transverse momentum pT of the photon
candidates are required to be above 1 GeVand 0.1 GeV=c,
respectively. The energy asymmetry of π0 ’s photon com-
ponents jðE1 − E2Þ=ðE1 þ E2Þj is required to be under 0.7
to reduce the combinatoric background which peaks near 1;
this selection is commonly utilized in reconstructing π0s
with the FMS [34,35]. The selected invariant mass range of
the π0 candidates is between 0.07 and 0.2 GeV=c2.
The correlation function CðΔϕÞ is defined as

CðΔϕÞ ¼ ½NpairðΔϕÞ=ðNtrig × ΔϕbinÞ&, where Npair is the
yield of the correlated trigger and associated π0 pairs, Ntrig

is the trigger π0 yield, Δϕ is the azimuthal angle difference
between the trigger π0 and associated π0, and Δϕbin is the
bin width of Δϕ distribution. In each pair, the trigger π0 is
the one with the higher pT value, p

trig
T , and the associated π0

is the one with the lower pT value, passo
T . To remove the

correlation induced by asymmetric detector effects, the

measured correlation functions shown in this Letter are
corrected through dividing them by the correlation func-
tions computed for mixed events. Δϕ distributions of two
π0s produced in different events are extracted from the ϕ
distributions of the trigger π0s and the associated π0s. The
correlation for mixed events is the Δϕ distribution nor-
malized by Nbin=Nmix

pair, where Nbin is the number of bins in
Δϕ and Nmix

pair is the number of π0 pairs for mixed events.
The correlations are not corrected for the absolute detection
efficiency. The corrected correlation function is fitted from
Δϕ ¼ −π=2 to Δϕ ¼ 3π=2 with two individual Gaussians
at the near-side (Δϕ ¼ 0) and away-side (Δϕ ¼ π) peak,
together with a constant for the pedestal. The area of the
away-side peak is the integral of the correlation function
from Δϕ ¼ π=2 to Δϕ ¼ 3π=2 after pedestal subtraction,
describing the back-to-back π0 yields per trigger particle;
the corresponding width is defined as the σ of the away-side
peak according to the fit.
Figure 1 shows the comparison of CðΔϕÞ for forward

back-to-back π0 pairs observed in pþ p, pþ Al, and pþ
Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV. In the upper panel, in
the low-pT regime, a clear suppression is observed in pþ
A compared to the pþ p data. The back-to-back π0 yields
per trigger in pþ Au (pþ Al) are suppressed by about a
factor of 1.7 (1.4) with respect to pþ p collisions. Larger
suppression in pþ Au relative to pþ Al at the same
collision energy supports an A dependence of Q2

s as
predicted in Refs. [23,29]. The suppression decreases with
increasing pT of the π0s. From the bottom panel of
Fig. 1, the suppression is found to be weaker compared
to the low-pT range in pþ Au collisions. The area, width,
and pedestal in pþ p, pþ Al, and pþ Au collisions with
full di-π0 pT combinations can be found in Supplemental
Material [37].
The parton momentum fraction x with respect to the

nucleon inside the nucleus is proportional to the pT of the
two π0s; Q can be approximated as the average pT of
the two π0s. Varying the gluon density in x and Q2 can be
achieved by changing the pT of the two π0s at forward
pseudorapidities. The low x andQ2 regime where the gluon
density is large and expected to be saturated, can be
accessed by probing low-pT π0s; when pT is high, x
(Q2) is not sufficiently small to reach the nonlinear regime.
The simulated x and Q2 distributions in pþ p collisions
can be found in Supplemental Material [37]. For the lowest
pT bin that can be measured with the FMS, ptrig

T ¼
1.5–2 GeV=c and passo

T ¼ 1–1.5 GeV=c, the probed x2
covers a wide range from 10−4 to ∼0.5. The mean values of
x2 and Q2 for this bin are 0.05 and 2.2 GeV2, respecti-
vely. For the highest pT bin, ptrig

T ¼ 3–5 GeV=c and
passo
T ¼ 2–2.5 GeV=c, the mean value of x2 is 0.1 and

Q2 is 4.6 GeV2.
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nPDF effects survive here too!



• Use the exact STAR Pythia6 tune


• Per-trigger di-hadron correlation 
function, in nominal Pythia6 and 
EPPS21-reweighted


• Clear suppression of the “back-to-
back” di-hadron contribution - just 
from nPDFs

➡ same reason as the ATLAS case — 

both the “inclusive” and 
“coincident” cross-sections are 
suppressed, but the “coincident” 
one is more strongly so
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FIG. 4. Per-trigger normalized correlation function for for-
ward di-hadrons, with an example kinematic selection ptrigT =
2–2.5 GeV and passocT = 1–1.5 GeV. The open black square
and open red circle markers show the distribution in nominal
Pythia events compared to that after event-level reweighting
by the EPPS21 nPDF set, respectively (see text). The asso-
ciated solid lines show the results of a Gaussian plus constant
pedestal fit to the distribution, while the dashed lines show
just the pedestal component.

dependent, since di!erent types of processes contribute
in di!erent ”ω regions.

For the modeling of this data, the simulation setup
was replicated from that specifically used by STAR in
their measurement [32, 43]. The Pythia generator ver-
sion 6.428 [44] was configured with Tune 370 (Perugia
2012) [45] and the CTEQ6L1 [46] PDF set, and with
low-pT production and semi-hard QCD 2 → 2 processes
enabled. The simulated events result in correlation func-
tions which are similar to those measured in p+p data,
but give an imperfect description of the back-to-back cor-
relation shape and magnitude. For this study, the corre-
lated yield is extracted through a Gaussian plus constant
pedestal fit to the correlation function. These fits give
good descriptions of the distributions, with some exam-
ple fits shown below.

The nPDF e!ects on the measurement were calculated
in a similar way as in Sec. II, but using the analogous
sets for the 197Au and 27Al nuclei. For the EPPS21 set
specifically, there is a rare technical problem, also noted
in Ref. [30], in which some nPDFs can evaluate to neg-
ative values at very low Q2 values. Thus, following the
suggestion of the EPPS21 authors, for this nPDF set in
particular the modifications are determined using either
the Q2 which is the hard-process Q2 given by Pythia or
1.8 GeV2, whichever is greater.

To illustrate how nPDF e!ects manifest in the STAR
measurement, Fig. 4 shows an example correlation func-
tion matched to one of the STAR kinematic selections,
with and without EPPS21 reweighting. In a similar vein
as the forward di-jet situation described in Sec. II, events
with a selected trigger hadron sample a broad distribu-
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FIG. 5. Ratio of the forward dihadron azimuthally-
correlated yield in p+Au collisions to that in p+p collisions at
200 GeV, as a function of associated hadron passocT . The black
points are data from STAR [32], with the vertical lines and
boxes showing the statistical and systematic uncertainties,
respectively. The colored horizontal lines show respectively
the values in EPPS21 (solid red), nCTEQ15WZ+SIH (dot-
ted blue), and nNNPDF 3.0 (dashed green), with the shaded
boxes around the EPPS21 line indicating the theoretical un-
certainty (see text).

tion of xA values extending to low values, and thus the
total trigger yield N1 is significantly suppressed by nPDF
e!ects. However, the events which additionally have an
associated back-to-back hadron have a di!erent xA dis-
tribution and the correlated pair yield N12 exhibits an
even stronger nPDF suppression. Thus, these do not
cancel in the per-trigger yield and nPDF e!ects result in
a suppression of this observable as well, as seen in Fig. 4.
Interestingly, the pedestal in the per-trigger yield is es-
sentially una!ected when applying an nPDF weighting
according to the hard process kinematics, which makes
sense if it arises from MPIs or the UE more generally.

Fig. 5 compares the ratio of the forward di-hadron per-
trigger correlated yield in p+Au to p+p collisions, be-
tween the values measured in STAR to those calculated
using Pythia plus EPPS21, nCTEQ15, and nNNPDF
3.0. The data here are for trigger hadrons with pT = 2–
2.5 GeV, corresponding to Fig. 2 of Ref. [32]. In the
lowest passocT selection (1–1.5 GeV), the nominal value of
this observable within EPPS21 has approximately half of
the suppression e!ect in the nominal value of the data,
although it could be compatible with the majority of the
e!ect within the combined experimental and theoretical
uncertainties in the data and the nPDF set. For the other
two passocT selections, the suppression of the conditional
yield is fully compatible with the nPDF-based calcula-
tion. For the two additional nPDF sets considered here,
nCTEQ15 and nNNPDF 3.0, the nominal suppression
e!ects are present but somewhat smaller than that in
EPPS21. I note that additional uncertainties in the mod-
eling which have not been evaluated, such as those related

Example of nPDF effect
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Per-trigger suppression from nPDFs

• Systematically compare to STAR data 
in different  selections


• Evaluate EPPS21, nNNPDF, 
nCTEQ15 nPDF sets for 197Au


• In all but the lowest  selection, 
nPDFs can plausibly describe the 
data within the combined 
uncertainties

passoc
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FIG. 4. Per-trigger normalized correlation function for for-
ward di-hadrons, with an example kinematic selection ptrigT =
2–2.5 GeV and passocT = 1–1.5 GeV. The open black square
and open red circle markers show the distribution in nominal
Pythia events compared to that after event-level reweighting
by the EPPS21 nPDF set, respectively (see text). The asso-
ciated solid lines show the results of a Gaussian plus constant
pedestal fit to the distribution, while the dashed lines show
just the pedestal component.

dependent, since di!erent types of processes contribute
in di!erent ”ω regions.

For the modeling of this data, the simulation setup
was replicated from that specifically used by STAR in
their measurement [32, 43]. The Pythia generator ver-
sion 6.428 [44] was configured with Tune 370 (Perugia
2012) [45] and the CTEQ6L1 [46] PDF set, and with
low-pT production and semi-hard QCD 2 → 2 processes
enabled. The simulated events result in correlation func-
tions which are similar to those measured in p+p data,
but give an imperfect description of the back-to-back cor-
relation shape and magnitude. For this study, the corre-
lated yield is extracted through a Gaussian plus constant
pedestal fit to the correlation function. These fits give
good descriptions of the distributions, with some exam-
ple fits shown below.

The nPDF e!ects on the measurement were calculated
in a similar way as in Sec. II, but using the analogous
sets for the 197Au and 27Al nuclei. For the EPPS21 set
specifically, there is a rare technical problem, also noted
in Ref. [30], in which some nPDFs can evaluate to neg-
ative values at very low Q2 values. Thus, following the
suggestion of the EPPS21 authors, for this nPDF set in
particular the modifications are determined using either
the Q2 which is the hard-process Q2 given by Pythia or
1.8 GeV2, whichever is greater.

To illustrate how nPDF e!ects manifest in the STAR
measurement, Fig. 4 shows an example correlation func-
tion matched to one of the STAR kinematic selections,
with and without EPPS21 reweighting. In a similar vein
as the forward di-jet situation described in Sec. II, events
with a selected trigger hadron sample a broad distribu-

0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6
 [GeV]assoc

T
p

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3 )p+p
+A

u 
/ 

p
R

at
io

 o
f c

or
re

la
te

d 
yi

el
d 

( 

+Au 200 GeVp
 < 4η2.6 < 

 = 2-2.5 GeVtrig
T
p

STAR Data
EPPS21 (90% CL errors)
nCTEQ15
nNNPDF 3.0

FIG. 5. Ratio of the forward dihadron azimuthally-
correlated yield in p+Au collisions to that in p+p collisions at
200 GeV, as a function of associated hadron passocT . The black
points are data from STAR [32], with the vertical lines and
boxes showing the statistical and systematic uncertainties,
respectively. The colored horizontal lines show respectively
the values in EPPS21 (solid red), nCTEQ15WZ+SIH (dot-
ted blue), and nNNPDF 3.0 (dashed green), with the shaded
boxes around the EPPS21 line indicating the theoretical un-
certainty (see text).

tion of xA values extending to low values, and thus the
total trigger yield N1 is significantly suppressed by nPDF
e!ects. However, the events which additionally have an
associated back-to-back hadron have a di!erent xA dis-
tribution and the correlated pair yield N12 exhibits an
even stronger nPDF suppression. Thus, these do not
cancel in the per-trigger yield and nPDF e!ects result in
a suppression of this observable as well, as seen in Fig. 4.
Interestingly, the pedestal in the per-trigger yield is es-
sentially una!ected when applying an nPDF weighting
according to the hard process kinematics, which makes
sense if it arises from MPIs or the UE more generally.

Fig. 5 compares the ratio of the forward di-hadron per-
trigger correlated yield in p+Au to p+p collisions, be-
tween the values measured in STAR to those calculated
using Pythia plus EPPS21, nCTEQ15, and nNNPDF
3.0. The data here are for trigger hadrons with pT = 2–
2.5 GeV, corresponding to Fig. 2 of Ref. [32]. In the
lowest passocT selection (1–1.5 GeV), the nominal value of
this observable within EPPS21 has approximately half of
the suppression e!ect in the nominal value of the data,
although it could be compatible with the majority of the
e!ect within the combined experimental and theoretical
uncertainties in the data and the nPDF set. For the other
two passocT selections, the suppression of the conditional
yield is fully compatible with the nPDF-based calcula-
tion. For the two additional nPDF sets considered here,
nCTEQ15 and nNNPDF 3.0, the nominal suppression
e!ects are present but somewhat smaller than that in
EPPS21. I note that additional uncertainties in the mod-
eling which have not been evaluated, such as those related

nucl-th/2501.18347

16

https://arxiv.org/abs/2501.18347


 broadening from nPDF sets?Δϕ

• Minimal change in shape of  
distribution from nPDF effects


➡Same result as in the data


➡ Interestingly, a slight (~5%) 
broadening within nCTEQ15, also 
compatible with data


• Again the nPDF picture gives (1) per-
trigger suppression, but (2) no 
broadening

Δϕ
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FIG. 6. Ratio of the forward dihadron azimuthal correlation
width in p+Au collisions to that in p+p collisions at 200 GeV,
as a function of associated hadron pT. The black points are
data from STAR [32], with the vertical lines and boxes show-
ing the statistical and systematic uncertainties, respectively.
The colored horizontal lines show respectively the values in
EPPS21 (solid red), nCTEQ15WZ+SIH (dotted blue), and
nNNPDF 3.0 (dashed green). nPDF uncertainties are not
drawn.

to the correlated yield extraction or the imperfect data-
simulation agreement in the correlation function, may
make the nPDF calculations further compatible with the
data.

For the same set of kinematic selections, Fig. 6 com-
pares the ratio of the forward di-hadron correlation width
in p+Au to p+p collisions between the measured val-
ues and those calculated using EPPS21, nCTEQ15, and
nNNPDF 3.0. As also seen in the LHC di-jet case above,
the nominal value of this ratio for all sets is very nearly
unity, and again well within the uncertainties of the
data. Interestingly, the nominal e!ect within nCTEQ15
is to have a modest (5%) increase in the correlation
width, which may arise from the relative reweighting of
event classes which themselves have di!erent correlation
widths. This suggests that even small broadening e!ects
(which have not yet been observed in the data) could
be potentially accommodated within an nPDF picture
as well.

Fig. 7 compares the A dependence of the ratio of the
forward di-hadron per-trigger correlated yield in p+A to
p+p collisions. For this kinematic selection, the nPDF
e!ects as implemented in EPPS21 fully describe the sup-
pression in p+Al data and are compatible with the large
majority of the e!ect in p+Au data. Thus, the magnitude
of the suppression in data follows a similar quantitative
trend as might be expected from the A-dependent shad-
owing of cross-sections, at least as incorporated in global
nPDF extractions. The nCTEQ15 set gives similar over-
all values as EPPS21, while nNNPDF 3.0 generates a
smaller suppression for both collision systems.

The systematic data comparisons above suggest that
a straightforward nPDF-based picture, arising from the
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FIG. 7. Ratio of the forward dihadron azimuthally-
correlated yield in p+A collisions to that in p+p collisions
at 200 GeV, as a function of nuclear size A1/3. The black
points are data from STAR [32], with the vertical lines and
boxes showing the statistical and systematic uncertainties,
respectively. The colored horizontal lines show respectively
the values in EPPS21 (solid red), nCTEQ15WZ+SIH (dot-
ted blue), and nNNPDF 3.0 (dashed green), with the boxes
around the EPPS21 line indicating the theoretical uncertainty
(see text).

di!erential suppression of cross-sections, can potentially
describe a significant fraction of the suppression in the
conditional yield observed in STAR data, or even the full
e!ect, depending on the particular kinematic selections.
This mechanism also naturally explains the lack of sig-
nificant modification in the width of the ”ω distribution,
and it is able to describe these features in the data for
di!erent selections on the hadron kinematics and even
collision species.

IV. CONCLUSION

Di-hadron and di-jet correlation measurements in p+A
collisions are consistently motivated as revealing probes
of novel, non-linear QCD dynamics inside dense nuclei.
Somewhat unexpectedly, pictures based on leading-twist
perturbative QCD within a collinear factorization frame-
work, and using a universal set of (xA, Q2)-dependent
modifications of parton densities in nuclei, seem to be
able to describe major features of recent forward di-
hadron and di-jet data. This is striking because the
nPDF picture has no mechanism for changing the na-
ture of inter-event correlations beyond a simple (xA, Q2)-
dependent reweighting of overall cross-sections. Interest-
ingly, the nPDF paradigm also gives a natural explana-
tion for why conditional yields are suppressed without a
significant change in the correlation width, as would qual-
itatively be expected from the saturation picture. The
remaining di!erence between the suppression e!ect cap-
tured by nPDFs and the suppression in the data could
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A-dependence of di-hadron suppression

• nPDF picture quite compatible with 
p+Al data as well


➡ Implies that even the “A”-
dependence of the data can be 
accommodated within an nPDF 
picture
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FIG. 6. Ratio of the forward dihadron azimuthal correlation
width in p+Au collisions to that in p+p collisions at 200 GeV,
as a function of associated hadron pT. The black points are
data from STAR [32], with the vertical lines and boxes show-
ing the statistical and systematic uncertainties, respectively.
The colored horizontal lines show respectively the values in
EPPS21 (solid red), nCTEQ15WZ+SIH (dotted blue), and
nNNPDF 3.0 (dashed green). nPDF uncertainties are not
drawn.

to the correlated yield extraction or the imperfect data-
simulation agreement in the correlation function, may
make the nPDF calculations further compatible with the
data.

For the same set of kinematic selections, Fig. 6 com-
pares the ratio of the forward di-hadron correlation width
in p+Au to p+p collisions between the measured val-
ues and those calculated using EPPS21, nCTEQ15, and
nNNPDF 3.0. As also seen in the LHC di-jet case above,
the nominal value of this ratio for all sets is very nearly
unity, and again well within the uncertainties of the
data. Interestingly, the nominal e!ect within nCTEQ15
is to have a modest (5%) increase in the correlation
width, which may arise from the relative reweighting of
event classes which themselves have di!erent correlation
widths. This suggests that even small broadening e!ects
(which have not yet been observed in the data) could
be potentially accommodated within an nPDF picture
as well.

Fig. 7 compares the A dependence of the ratio of the
forward di-hadron per-trigger correlated yield in p+A to
p+p collisions. For this kinematic selection, the nPDF
e!ects as implemented in EPPS21 fully describe the sup-
pression in p+Al data and are compatible with the large
majority of the e!ect in p+Au data. Thus, the magnitude
of the suppression in data follows a similar quantitative
trend as might be expected from the A-dependent shad-
owing of cross-sections, at least as incorporated in global
nPDF extractions. The nCTEQ15 set gives similar over-
all values as EPPS21, while nNNPDF 3.0 generates a
smaller suppression for both collision systems.

The systematic data comparisons above suggest that
a straightforward nPDF-based picture, arising from the
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FIG. 7. Ratio of the forward dihadron azimuthally-
correlated yield in p+A collisions to that in p+p collisions
at 200 GeV, as a function of nuclear size A1/3. The black
points are data from STAR [32], with the vertical lines and
boxes showing the statistical and systematic uncertainties,
respectively. The colored horizontal lines show respectively
the values in EPPS21 (solid red), nCTEQ15WZ+SIH (dot-
ted blue), and nNNPDF 3.0 (dashed green), with the boxes
around the EPPS21 line indicating the theoretical uncertainty
(see text).

di!erential suppression of cross-sections, can potentially
describe a significant fraction of the suppression in the
conditional yield observed in STAR data, or even the full
e!ect, depending on the particular kinematic selections.
This mechanism also naturally explains the lack of sig-
nificant modification in the width of the ”ω distribution,
and it is able to describe these features in the data for
di!erent selections on the hadron kinematics and even
collision species.

IV. CONCLUSION

Di-hadron and di-jet correlation measurements in p+A
collisions are consistently motivated as revealing probes
of novel, non-linear QCD dynamics inside dense nuclei.
Somewhat unexpectedly, pictures based on leading-twist
perturbative QCD within a collinear factorization frame-
work, and using a universal set of (xA, Q2)-dependent
modifications of parton densities in nuclei, seem to be
able to describe major features of recent forward di-
hadron and di-jet data. This is striking because the
nPDF picture has no mechanism for changing the na-
ture of inter-event correlations beyond a simple (xA, Q2)-
dependent reweighting of overall cross-sections. Interest-
ingly, the nPDF paradigm also gives a natural explana-
tion for why conditional yields are suppressed without a
significant change in the correlation width, as would qual-
itatively be expected from the saturation picture. The
remaining di!erence between the suppression e!ect cap-
tured by nPDFs and the suppression in the data could
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Conclusion

• “Out of the box” nPDF sets can plausibly produce “saturation-like” signals for 
di-jet/hadron observables, at both RHIC and LHC


➡ At surface level, this is plausible — nPDFs agnostically encode whatever 
the effects of the underlying physics are (including non-linear QCD effects)


➡ However, nPDFs have limited capabilities — they can only re-weight 
classes of events, and cannot modify their inter-event properties (kinematic 
correlation)


➡ Thus, it is surprising to recover “dynamical” signatures just from 
compositional reweighting of otherwise unmodified events

19



Outlook
• How does this impact identifying saturation at RHIC/LHC and EIC?


➡ Need multiple corroborating observables — shouldn’t rely on single 
smoking gun


➡ Identify where the nPDF “picture” (collinear factorization + leading-twist 
pQCD) breaks down or where global data become inconsistent with a 

-universal prescription 


➡ For example, is there an experimentally-observed emergent scale 


• Finally — this is an exploratory study with many limitations (Pythia is only 
LO+PS+IS/FS, modeling pedestal+peak in p+Au at RHIC, kinematic 
applicability, etc.) — would benefit from a proper theoretical treatment!

(xA, Q2)

Qs
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Description of di-hadron saturation signals within a universal nuclear PDF picture
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Di-hadron and di-jet correlation measurements in proton–nucleus (p+A) and electron–nucleus
collisions are widely motivated as sensitive probes of novel, non-linear QCD saturation dynamics
in hadrons, which are particularly accessible in the dense nuclear environment at low values of
Bjorken-x (xA). Current measurements at RHIC and the LHC observe a significant suppression in
the per-trigger yield at forward rapidities compared to that in proton–proton collisions, nominally
consistent with the “mono-jet” production expected in a saturation scenario. However, the width
of the azimuthal correlation remains unmodified, in contradiction to the qualitative expectations
from this physics picture. I investigate whether the construction of these observables leaves them
sensitive to e!ects from simple nuclear shadowing as captured by, for example, universal nuclear
parton distribution function (nPDF) analyses. I find that modern nPDF sets, informed by recent
precision measurements sensitive to the shadowing of low-xA gluon densities in LHC and other
data, can describe all or the majority of the di-hadron/jet suppression e!ects in p+A data at both
RHIC and the LHC, while giving a natural explanation for why the azimuthal correlation width is
unmodified. Notably, this is achieved via a (xA, Q

2)-di!erential suppression of overall cross-sections
only, without requiring additional physics dynamics which alter the inter-event correlations.

I. INTRODUCTION

Proton–nucleus (p+A) collisions at the Relativistic
Heavy Ion Collider (RHIC) and the Large Hadron Col-
lider (LHC) serve as experimental opportunities to probe
novel parton dynamics inside high-density nuclei [1, 2].
Multiple theoretical approaches attempt to describe hard
and semi-hard scattering processes in p+A collisions.
One approach is based on leading-twist perturbative
QCD in a collinear factorization picture, where all initial
and final state e!ects on hard process rates are contained
within a set of empirically-determined universal nuclear
parton density functions (nPDFs) [3]. The nPDFs are
taken to be process-independent and depend only on the
Bjorken-x in the nucleus (xA) and the parton momen-
tum transfer Q2. Calculations based on the nPDF pic-
ture have been successful in describing how jet, hadron,
and electroweak boson cross-sections (e.g.) are modified
in collisions involving nuclei over a very large kinematic
range. Other theoretical approaches are based on first-
principles, dynamical descriptions of the initial state of
the cold nucleus, such as from coherent multiple scat-
tering of the partons participating in the hard scatter-
ing [4, 5] or within the Color Glass Condensate (CGC)
e!ective theory framework [6–9]. The quite di!erent na-
ture of these approaches raises an important question
as to what extent these paradigms are distinct and what
range of phenomena each should be expected to describe.

A key topic in contemporary heavy-ion and future
Electron Ion Collider (EIC) physics is the search for
definitive evidence of the onset of gluon saturation in
collisions involving nuclei. These should give rise to a
variety of novel e!ects besides just the suppression of

→ dvp@colorado.edu

cross-sections from nuclear shadowing, for example as
encoded in the nPDFs. In the theoretical literature, di-
hadron or di-jet correlation measurements in p+A col-
lisions have long been motivated as a way to identify
the onset of these non-linear QCD e!ects, particularly
within the CGC theory [10–16]. Schematically, the in-
coming parton in the proton interacts coherently with a
saturated gluon field in the nucleus, scattering to pro-
duce a “mono-jet” with no recoiling partner above some
kinematic threshold. The increased prevalence of such
mono-jet configurations manifests as a decreased yield
of “associated” hadrons or jets, conditional on the pres-
ence of a “trigger” hadron or jet, and a broadening of the
azimuthal correlation between detected pairs. In this pic-
ture, one generally expects both suppression and broad-
ening e!ects to appear together, although the specific
degree of broadening may be sensitive to the inclusion of
various NLO e!ects [17]. These phenomena are most rel-
evant at forward (proton-going) rapidities, which select
processes with a low xA. Importantly, future di-hadron
correlation measurements in electron–nucleus (e+A) col-
lisions have also been identified as one of the essential
signals of saturation at the EIC [17–19].

Early measurements of forward di-hadron correlations
in deuteron–gold (d+Au) collisions have been performed
by STAR [20] and PHENIX [21] at RHIC, showing a
significant suppression of the per-trigger yield compared
to that in p+p collisions in the same kinematics. At the
time, multiple authors considered the question of whether
a picture based on perturbative QCD with the contempo-
rary set of collinear nPDFs (i.e. and no other dynamics)
can describe such signatures, e.g. Refs. [22–24]. This
is challenging because an nPDF-based picture has only
one mechanism to a!ect such observables, which is via
a reweighting of cross-sections in a way that is univer-
sal in (xA, Q2), and it cannot otherwise modify partic-
ular properties of events such as the kinematics of final
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Saturated gluon matter 

5

Compare HERAPDF1.5 PDFs using 10 (standard) or 14 (extended) parameters

HERAPDF1.5                                                    HERAPDF1.5f

Rising gluon density will eventually 
violate unitarity — non-linear 

dynamics must take over
23

Novel domain of QCD inside all hadrons — 
but most accessible in heavy nuclei 

What are the observable consequences in 
p+A and e+A collisions?



Connection to EIC
• An earlier study found that EPS09 (e.g.) predicts 

very modest effects in di-hadron correlations at EIC


➡ EPPS21 has significantly stronger gluon 
shadowing, based on LHC data


➡ probably interesting to re-evaluate with updated 
knowledge of EIC kinematics & global nPDF 
sets?

9

 [rad]φΔ
-1 0 1 2 3 4

)φ
Δ

C
(

0

0.2

0.4

0.6

0.8 frag
T

+IS+FS+pTk
+IS+FSTk
+ISTk

Tk

FIG. 7. [color online] Comparison of dihadron correlation due
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parton shower (IS), final state parton shower plus resonance
decay (FS) and pT broadening in fragmentation processes.
The e+ p data are for charged hadrons with a beam energy of
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comes as no surprise to see very little change from e + p
to e+A in the simulation, as shown in Fig. 8. Table II is
a reference for different effects on the relative root mean
square (RMS) deviation of the near/away side azimuthal
correlation function, from which we can clearly draw
the conclusion that initial-state parton showers dominate
the away-side peak of the correlation function, while the

TABLE II. Relative Root Mean Square (RMS) for the∆φ dis-
tribution from e+ p collisions including different effects influ-
encing the width of the near and away side peak compared to
the baseline RMS with all the effects included (bottom row).

Near-side ∆φ RMS Away-side ∆φ RMS

kT 0.21 0.25

kT + IS 0.30 0.72

kT + IS + FS 0.65 0.81

kT + IS + FS + pfrag
T 1.00 1.00

near-side peak is mainly controlled by final-state effects
such as final-state parton showers, fragmentation pT and
possible resonance decays in the fragmentaion.
As the saturation physics discussed above is mainly

about the gluon dynamics, in order to be able to consis-
tently compare with the theoretical dihadron cross sec-
tion in Sec. II, we need to include gluon dijet channels
from PGF and gluon-initiated resolved process in the
comparison. However, as the measured observable in the
real experiment is a mixture of different process, as illus-
trated in Eq. (7), we have to know how significant the
signal from gluon saturation manifests itself in a mixed
event sample. From the saturation-based predictions, a
sizeable suppression of the away-side peak from e+ p to
e+A is expected.
In the meanwhile, it is crucial to point out that par-

ton showers suppress the away-side peak of the dihadron
correlation function just like saturation does. However,
currently it is still unclear how the parton shower effect is
modified in the nuclear medium, without which it is hard
to draw any definite conclusions about the saturation ef-
fects, as parton showers and saturation effects are always
entangled. Nevertheless, thanks to the large kinematic
coverage of eRHIC, one can explore the nuclear depen-
dence of parton showers outside the saturation region by
measuring dihadron correlations for different nuclei in the
high Q2 regime. This kinematic regime has a significant
phase space for parton showers for this observable. More
importantly, the measurement of dihadron correlations
gives the opportunity to use the near-side peak of the
correlation function as a reference to study the nuclear
medium effects on parton showers as the saturation ef-
fects only manifest themselves in the away-side peak, as
shown in Fig. 7.
In the saturation formalism, the parton shower con-

tribution is effectively cast into the Sudakov factor for
the DIS dijet process at small x. To illustrate this point,
Fig. 9 shows the correlation function simulated with and
without parton showers, compared to the corresponding
theoretical predictions with and without Sudakov effects.
The filled circles represent the PYTHIA simulation for
e+ p without parton showers, and they agree very well
with the solid line from the theoretical prediction includ-
ing saturation effects, but excluding Sudakov effects. The
comparison (empty circles and dashed line) between sim-
ulated PYTHIA e+ p data including parton showers and
the theoretical predictions with saturation plus Sudakov

Zheng, et al, PRD 89 (2014) 074037
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Fig. 8 The EPPS21 nuclear modifications of average nucleons in car-
bon (two leftmost columns) in lead (two rightmost columns) at the initial
scale Q2 = 1.69 GeV2 and at Q2 = 10 GeV2. The central results are
shown by thick black curves, and the nuclear error sets by green dotted

curves. The blue bands correspond to the nuclear uncertainties and the
purple ones to the full uncertainty (nuclear and baseline errors added in
quadrature)
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Figure 3: The nuclear modifications RV , RS , RG for Carbon (upper group of panels) and
Lead (lower group of panels) at our initial scale Q2

0 = 1.69GeV2 and at Q2 = 100GeV2.
The thick black lines indicate the best-fit results, whereas the dotted green curves denote the
error sets. The shaded bands are computed from Eq. (13).

At our parametrization scale Q2
0 there are large uncertainties in both small-x and

large-x gluons. Only at moderate x the gluons are somewhat better controlled as the
precision small-x DIS data — although directly more sensitive to the sea quarks —
constrain the gluons at slightly higher x due to the parton branching encoded into
DGLAP evolution. At higher Q2 the small-x uncertainty rapidly shrinks whereas at
large x a sizable uncertainty band persists.
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Figure 3: The nuclear modifications RV , RS , RG for Carbon (upper group of panels) and
Lead (lower group of panels) at our initial scale Q2

0 = 1.69GeV2 and at Q2 = 100GeV2.
The thick black lines indicate the best-fit results, whereas the dotted green curves denote the
error sets. The shaded bands are computed from Eq. (13).

At our parametrization scale Q2
0 there are large uncertainties in both small-x and

large-x gluons. Only at moderate x the gluons are somewhat better controlled as the
precision small-x DIS data — although directly more sensitive to the sea quarks —
constrain the gluons at slightly higher x due to the parton branching encoded into
DGLAP evolution. At higher Q2 the small-x uncertainty rapidly shrinks whereas at
large x a sizable uncertainty band persists.
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large-x gluons. Only at moderate x the gluons are somewhat better controlled as the
precision small-x DIS data — although directly more sensitive to the sea quarks —
constrain the gluons at slightly higher x due to the parton branching encoded into
DGLAP evolution. At higher Q2 the small-x uncertainty rapidly shrinks whereas at
large x a sizable uncertainty band persists.
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xA values probed
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• Consider all events with a leading jet at forward (proton-going) rapidity, 2.7 < η < 4.0

The typical  in the nucleus is 
then highly sensitive to the 

rapidity of the sub-leading jet 

xA
Compare  distribution for all events w/ a forward 

jet vs. those which have two forward jets


These will have different average nPDF modification!

xA

DVP, work in progress

DVP, work in progress
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Early measurements in d+Au at RHIC

• Dramatic effects seen STAR and PHENIX!


• Note: both of these historical measurements involve centrality selections in p/d+A collisions, 
which we would be more cautious about if performed now

6

Au nucleus.
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fragx-310 -210
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FIG. 4: (color online). JdA versus xfrag
Au for peripheral (60–

88%) and central (0–20%) d+Au collisions at
√
sNN = 200

GeV. The statistical error bars and systematic uncertainty
boxes are the same as in Fig. 3. Above xfrag

Au > 10−3, some

data points were offset from their true xfrag
Au to avoid overlap.

The leftmost point in each group of three is at the correct
xfrag
Au .

Because the fragmentation hadrons on average carry a
momentum fraction ⟨z⟩ < 1, xfrag

Au will be smaller than
⟨xAu⟩. Based on previous studies by PHENIX at midra-
pidity, the mean fragmentation ⟨z⟩ is expected to be be-
tween 0.5-0.75 [22]. In general the theoretical extrac-
tion of xAu from the measured pT and η will differ from
the leading order QCD picture of 2→2 processes used
above. Also, at modest pT ’s the interpretation of the
measured correlation functions as high energy 2→2 par-
ton scattering accessing low x may be limited by con-
tributions from processes with small momentum transfer
Q2. Future theoretical analysis will be necessary to eval-
uate these and other contributions from different nuclear
effects [4–10] on the observed large suppression in JdA.
These analyses could additionally be complicated by the
presence of hadron pairs originating from multiparton in-
teractions [23] that might not probe gluon structure at
low xAu.
In summary, measurements of the inclusive π0 yield

at forward rapidity, of the back-to-back correlated yield
of cluster-π0 pairs in the forward-rapidity region, and of
the correlated yield of forward-rapidity π0’s with midra-
pidity π0’s or hadrons in p+p and d+Au collisions at√
sNN = 200 GeV were presented. The correlated yields

of back-to-back pairs were analyzed for various kinematic
selections in pT and rapidity. The forward-central pair
measurements show no increase in the azimuthal angular
correlation width within experimental uncertainties. The
correlated yield of back-to-back pairs in d+Au collisions
is observed to be substantially suppressed relative to p+p
collisions with a suppression that is observed to increase
with decreasing impact parameter selection and for pairs

probing more forward rapidities.

We thank the staff of the Collider-Accelerator and
Physics Departments at Brookhaven National Labora-
tory and the staff of the other PHENIX participating
institutions for their vital contributions. We acknowl-
edge support from the Office of Nuclear Physics in the
Office of Science of the Department of Energy, the Na-
tional Science Foundation, Abilene Christian University
Research Council, Research Foundation of SUNY, and
Dean of the College of Arts and Sciences, Vanderbilt Uni-
versity (U.S.A), Ministry of Education, Culture, Sports,
Science, and Technology and the Japan Society for the
Promotion of Science (Japan), Conselho Nacional de De-
senvolvimento Cient́ıfico e Tecnológico and Fundação de
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Forward di-jet data at LHC - angular broadening
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Figure 6: Ratios (top) ⇢pPb
W of W12 and (bottom) ⇢pPb

I of I12 values between p+Pb collisions and pp collisions for
di�erent selections of pT,1 and pT,2 as a function of y⇤2. The data points are shifted horizontally for visibility, and do
not reflect an actual shift in rapidity. The vertical size of the open boxes represents systematic uncertainties and the
error bars indicate statistical uncertainties. The horizontal size of the open boxes does not represent the width of the
bins. Some points are not presented due to large statistical uncertainties. Results are shown with no �pT requirement,
where �pT = pT,1 � pT,2.
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the lead-going direction and for central–forward dijets. The ratio of conditional yields of jet pairs when
both the leading and subleading jets are in the proton-going direction is suppressed by approximately
20% in p+Pb collisions compared to pp collisions, with no significant dependence on jet pT. In the most
forward–forward configuration, with both jets in the lowest jet-pT interval 28 < pT,1, pT,2 < 35 GeV, the
xA range probed is between 10�4 and 10�3. The suppression indicates a reduction in the nuclear gluon
density per nucleon relative to the unbound nucleon in a region where nuclear shadowing and saturation
are predicted [20].

Results for the values of W12 and I12 from pp collisions and p+Pb collisions with the requirement of
�pT > 3 GeV are shown in Figure 7. The ratios of the two W12 and I12 values, ⇢pPb

W and ⇢pPb
I , are shown

in Figure 8. The values of W12 and ⇢pPb
W are observed to be una�ected by the �pT requirement. The

conditional yields I12 are smaller than the results with no �pT requirement, while the conditional yield
ratios ⇢pPb

I are una�ected by the �pT requirement.
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Figure 4: Unfolded C12 distributions in (red squares) pp and (black circles) p+Pb collisions for di�erent selections of
pT,1, pT,2, y⇤1, and y⇤2 as a function of ��. The lines represent values of the fit function. The data points are shifted
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not represent the width of the bins. Results are shown with no �pT requirement, where �pT = pT,1 � pT,2.

11

Comparison of the  
distribution between forward di-

jet pairs in p+p and p+Pb

Δϕ Ratio of  width in p+Pb / p+p


No significant change in width 
observed for any kinematic selection

Δϕ

• ATLAS sees a change in per-trigger yield, but via an overall suppression that doesn’t 
change the width of the correlation function

➡Together, these features of the data are a challenge for saturation-based explanations
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Simulation setup
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Pythia 8.307

• Not a “state of the art” calculation, but an MC study to gauge the size of nPDF effects


• Pythia 8.307, HardQCD,  = 14 GeV (safe for  GeV)


• Benchmark per-trigger jet yields (left) and azimuthal correlation (right) with ATLAS p+p data

➡ Reasonable agreement on overall physics process, within the limitations of Pythia as 

LO+ISR/FSR/PS generator

̂pTmin pjet
T > 28
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DVP, work in progress
DVP, work in progress


