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Experimental Physics Software and Computing Infrastructure 

Mission Statement:
Identify, develop, implement, and maintain software and computing technologies in 
support of the Jefferson Lab Science Program.

EPSCI Priorities:
1. Support Experimental arm of the Jefferson Lab 12 GeV and EIC Science Program 
through maintenance of existing software.

2. Investigate and develop new software and computing technologies to aid the 12 
GeV and EIC science program at Jefferson Lab.

3. Promote the software and computing technologies developed at Jefferson Lab to 
benefit the science programs throughout the national lab system.

2



Experimental Physics Software 
and Computing Infrastructure

JLUO Annual Meeting  -   EPSCI  -   David Lawrence   -  Jun. 12, 2024

EPSCI Members
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group formed Feb. 2020

David Lawrence, PhD (physics)
Expertise: Physics, C++, software framework, online 
systems

Nathan Brei, BS (aerospace engineering) 
MS (CS)
Expertise: Programming languages, parallel processing

Thomas Britton, PhD (physics)
Expertise: Physics, software, OSG, AI DQM

Michael Goodrich, MS (physics ) PhD 
(Computational Modeling/Simulation)
Expertise: modeling, sim., sci comp, DS / ML, physics

Vardan Gyurjyan, PhD (physics) MS (CS)
Expertise: Data Acquisition, Java, C++, software 
frameworks

Armen Kasparian, MS (CpE)
Expertise: Data Science, Reinforcement Learning

Torri Jeske, PhD (physics)
Expertise: Experimental Nuclear Physics, Data 
Analysis, Detector Calibration

Carl Timmer, PhD (physics)
Expertise: Data Acquisition, Java, file format, I/O

Raiqa Rasool, BSCI
(computer & information sciences)
Expertise: C++ programming, Web developer

“Cissie” Xinxin Mei, PhD (CS) 
Expertise: GPU, HPC systems

Jeng-Yuan Tsai, PhD (physics)
Expertise: Data Science, HTC Comp., programming

starting March 2024

Nataliia Matsiuk, PhD (economics) 
Expertise: Hydra Containerization

Information Resources Group 20% FTE for EPSCI

HPDF Group 25% FTE for EPSCI

Data Science Dept. 50% for AIOP

Ayan Roy, PhD (CS)
Expertise: C++, Java programming

postdoc

postdoc

Group Lead
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AIEC - AI for Experimental Controls
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Deployment 3 – PrimEx-η June-Dec 2022

DOE NP LAB-20-2261
PI: David Lawrence

Co-PIs: Thomas Britton, Naomi Jarvis

final policy: when 
outside the volume 
of confidence revert 
to observation mode 
in order to gather 
more training data

Developed system that uses AI/ML to determine control settings that are automatically 
applied during production data taking to stabilize gains of drift chambers.

Atmospheric pressure

Flux
CDC HV

AI 

CDC gainGain
Calibration 

FactorsTemperature

AI trained on existing 
calibrations derived 
from data. Predicts 
calibrations from 
environmental 
values known prior 
to data taking.
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A switch was added to CDC Control 
GUI to allow shift takers to disable the 
AI/ML control completely.

Monitoring of the entire system was 
put onto a Grafana server.

AIEC - AI for Experimental Controls
Integrating AI/ML into Standard Operations

DOE NP LAB-20-2261
PI: David Lawrence

Co-PIs: Thomas Britton, Naomi Jarvis
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AIOP - AI Optimized Polarization
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Polarized targets use microwave drivers to 
maintain polarization and NMR to measure it.
We will use AI/ML to:

● cleanly extract NMR signal from changing 
background

● adjust μ-wave frequency periodically to maintain 
optimal polarization

Left: microwave frequency vs. time. Right: corresponding polarization

Funded through DOE NP FOA SC-0002875
PI: David Lawrence

Polarized photon beam uses thin diamond radiator 
with precise angle adjustment to align edge of coherent 
bremsstrahlung peak.
We will use AI/ML to:

● determine angular shifts needed to maintain coherent peak 
of polarized bremsstrahlung photons within +/-10MeV its 
nominal position in real time

● digital-twin of diamond to map degradation as function of 
position in order to predict location of optimal polarization
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Streaming Grand Challenge
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slide from Jan. 5, 2024 presentation by Rolf Ent

The Streaming Grand 
Challenge began in 2018. 

Significant progress has 
been made since then on 
several fronts that include 
deployment of 
SRO-capable fast 
electronics, firmware 
development, and software 
(ERSAP, JANA2, 
InstaRec,...).

Phase II of the SRO GC is 
now beginning.
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Streaming Grand Challenge Phase II
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Diagram from early 2024 by Rolf Ent, Markus Diefenthaler, Brad Sawatsky, and David Lawrence
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SHMS

HMS

CODA
streaming

EJFAT

Filter Module

Filter Module

Filter Module

ET Data
Lake

monitoring

Analyzer
(recon)

ROOT files
(recon)

Calib. calib
DB

monitoring

Filter Module

EJFAT 
reassembly

JANA2

EVIO SRO 
Parser

Event 
Identifiers

Legacy Data 
Formatter

Event 
Filters
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ERSAP - Environment for Real-time Streaming, Acquisition and Processing
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EIC prototype calorimeter SRO pipeline at DESY. CODA & ERSAP

recent beam test at 
DESY included ERSAP 
environment for online 
processing

ERSAP design is event 
reactive actors, 
networked by data 
pipelines.

• Compositional actors with 
conditional data routing at 
runtime.

• Flow-based programming 
paradigm 

Funded through JLab SciOPS
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ESnet/JLab FPGA Accelerated Transport
(part of IRIAD effort)
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Funded through DOE ASCR IRIAD project
PI: Graham Heyes

Project Lead: Michael Goodrich

Partnership between ESnet 
and JLab to provide high 
bandwidth, low latency 
transport of experimental data

● Data packet headers re-written in FPGA 
to redirect to processing nodes

● Smart load balancing by Control Plane 
application based on telemetry from 
processing nodes
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GCII:  JIRIAF + EJFAT + NERSC Testing
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80Gbps returning to JLab

100Gbps from JLab to NERSC

Stream exercise sending CLAS12 data from JLab to NERSC using the JIRIAF 
system 

Virginia California

CLAS12 Data
(archival)

PI: Vardan Gyurjyan
LDRD Project
(funding FY23, FY24)

PI: Graham Heyes
ASCR Project
Project Lead: Michael Goodrich



Experimental Physics Software 
and Computing Infrastructure

JLUO Annual Meeting  -   EPSCI  -   David Lawrence   -  Jun. 12, 2024

GCII:   RTDP - Real-Time Development Platform
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Highly configurable multi-stream 
source allows realistic streaming 

simulations

Onsite components will implement 
first stages of data filtering/reduction

Offsite processing must incorporate built-in 
calibration latencies and storage. This will also 

help inform HPDF design 

PI: David Lawrence
LDRD Project
(funding FY24, FY25)

Simulation/emulation 
of SRO systems with 
option to replace 
components with 
actual hardware or 
software where 
available.

May 16th beam test where data streamed from CLAS12 to Data Center and packets captured with hardware timestamps.

beam trip
355 MB/s
(sectors 2,5)
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Data Quality Monitoring with AI/ML

15Funded through JLab SciOPS
Project Lead: Thomas Britton

HYDRA: Front End
Web based for user convenience.

Data Labeler
Efficiently label 

hundreds (thousands) of 
images

Library
Contains enhanced 

confusion matrix, 
thresholds, active model 

designations

Run
See predictions in real 

time

Status
Monitor heartbeats for 

back end processes and 
image processing time

Grafana 
Dashboard displays all 
predictions over time

Log
Display concerning plots 
sorted by detector from 

previous day

https://clasweb.jlab.org/hydra/labeler.html
https://halldweb.jlab.org/hydra/Library.html
https://halldweb.jlab.org/hydra/HydraRun.html
https://halldweb.jlab.org/hydra/status.html
https://halldweb.jlab.org/hydra/HydraLog.html
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Data Quality Monitoring with AI/ML

16Funded through JLab SciOPS
Project Lead: Thomas Britton

● Models trained on specific plot image

● GradCAM highlighting of problem 
areas

● Deployed in all 4 experimental halls*



Experimental Physics Software 
and Computing Infrastructure

JLUO Annual Meeting  -   EPSCI  -   David Lawrence   -  Jun. 12, 2024

PHASM
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PI: Nathan Brei

LDRD Project
 (funding FY22, FY23)
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https://github.com/cissieAB/pytorch-paradnn/blob/
master/docs/CHEP_GPU4ML4NP_05022023.pdf

● Roofline model analysis of two types of 
Nvidia GPUs with 2 AI applications

● Generic MLP model

● Google Inception v3 (used by Hydra)

● FP16, FP32, and Mixed Precision 

GPU Benchmarking for
AI4NP applications

PI: Nathan Brei
Task Lead: Cissie Mei

LDRD Project
 (funding FY22, FY23)

https://github.com/cissieAB/pytorch-paradnn/blob/master/docs/CHEP_GPU4ML4NP_05022023.pdf
https://github.com/cissieAB/pytorch-paradnn/blob/master/docs/CHEP_GPU4ML4NP_05022023.pdf


Experimental Physics Software 
and Computing Infrastructure

JLUO Annual Meeting  -   EPSCI  -   David Lawrence   -  Jun. 12, 2024

Electron Ion Collider
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(Frameworks)
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Code Maintenance Responsibilities
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JANA Reconstruction Framework
CLARA Reconstruction Framework

MCWrapper Simulation Workflow Manager

Data Acquisition System

Funded through JLab SciOPS
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Publications

21

https://wiki.jlab.org/epsciwiki/index.php/EPSCI_publications_page 

https://wiki.jlab.org/epsciwiki/index.php/EPSCI_publications_page
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Education and Outreach
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Summer Students

AI/ML Hackathons

Town Halls

EIC Tutorials

2020 Hackathon
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Summary

● EPSCI is a multidisciplinary team with Software and Computing expertise

● Our goal is to help develop and apply new technologies to the ENP program

● Experimental Hall involvement:
○ Involved in all halls via CODA/EVIO, Hydra
○ Strong involvement in Hall-B and Hall-D offline (working to get more involved in Halls A&C)
○ Strong involvement in ePIC as WG conveners and through JANA

● Major projects:
○ Support ENP systems we helped develop (CLARA*, JANA, CODA, MCWrapper, …)
○ Streaming Data Acquisition (ERSAP, RTDP, SRO Grand Challenge)
○ Offsite data processing (EJFAT, JIRIAF)
○ AI/ML Data Quality Monitoring (Hydra)
○ AI/ML Experiment Controls (AIEC[2021-2023], AIOP[2024-2026])
○ R&D (PHASM*)

23
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Backups

24
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EJFAT Concept:  Edge to Data Center Traffic Shaping / Steering

25

FPGA - Edge
data shaping
(Xilinx U280)

FPGA - Data center 
traffic shaping
(Xilinx U280)

potential AI 
system

EJFAT = ESnet + JLab FPGA Accelerated Transport

ASCR Funded Project

25
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JLAB Integrated Research Infrastructure Across Facilities

26

• Challenges of heterogeneous, distributed, 
and opportunistic compute resource 
provisioning
－Resource management and scheduling

－Data transfer and latency

－Security and privacy

JIRIAF Project Scope 

• Combining geographically 
diverse computing facilities
－Dynamic provisioning and use of 
unallocated or idled compute 
resources

－Relocation of computing workflows

Concept Validation Experiment:
CLAS12 Data-Stream processing at NERSC

PI: Vardan Gyurjyan
LDRD Project
(funding FY23, FY24)


