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EXPerimenTtal PHYSICS SsOFTware

Experimental Physics Software and Computing Infrastructure ps ettt

Mission Statement:
Identify, develop, implement, and maintain soffware and computing technologies in
support of the Jefferson Lab Science Program.

EPSCI Priorities:
1. Support Experimental arm of the Jefferson Lab 12 GeV and EIC Science Program
through maintenance of existing software.

2. Investigate and develop new software and computing technologies to aid the 12
GeV and EIC science program at Jefferson Lab.

3. Promote the software and computing technologies developed at Jefferson Lab to
benefit the science programs throughout the national lab system.
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ERPSCI Members

group formed Feb. 2020

Torri Jeske, PhD (physics) bl
Expertise: Experimental Nuclear Physics, Data
Analysis, Detector Calibration

EAFCT T I TaC FPrroSIcs sorrwalke

. . Group Lead
David Lawrence, PhD (physics)

Expertise: Physics, C++, software framework, online
/ systems

Carl Timmer, PhD (physics)
Expertise: Data Acquisition, Java, file format, I/0O

postdoc

Nathan Brei, BS (aerospace engineering)
MS (CS)

| Expertise: Programming languages, parallel processing

Jeng-Yuan Tsai, PhD (physics)
Expertise: Data Science, HTC Comp., programming

postdoc

Ayan Roy, PhD (CS)

Expertise: C++, Java programming

Thomas Britton, PhD (physics)
Expertise: Physics, software, OSG, Al DQM

Michael Goodrich, MS (physics ) PhD starting Mareh 2024

(Computational Modeling/Simulation)
Expertise: modeling, sim., sci comp, DS / ML, physics

Raiqa Rasool, BSCI
(computer & information sciences)
Expertise: C++ programming, Web developer

HPDF Group 25% FTE for EPSCI
“Cissie” Xinxin Mei, PhD (CS)
Expertise: GPU, HPC systems

Vardan Gyurjyan, PhD (physics) MS (CS)
Expertise: Data Acquisition, Java, C++, software
frameworks

Data Science Dept. 50% for AIOP
Armen Kasparian, MS (CpE)
Expertise: Data Science, Reinforcement Learning

Information Resources Group 20% FTE for EPSCI
Nataliia Matsiuk, PhD (economics)
Expertise: Hydra Containerization
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AIEC - Al for Experimental Controls @EPSCl

Developed system that uses Al/ML to determine control settings that are automatically = c«cerimentac prusics sorrware
applied during production data taking to stabilize gains of drift chambers. mne compHTine nrrasTrHeTare

Al trained on existing Atmospheric pressure

calibrations derived /\/\’\/

from data. Predicts Gai .
ain

calibrations from :> CDCHV CDC gain

X . . ___—\__v
environmental il B I = Calibration == =
values known prior . Tempe’“‘”’e_ Factors
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= PI: David Lawrence
.Lertfgon Lab ' ' Co-PIs: Thomas Britton, Naomi Jarvis 4
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AIEC - Al for Experimental Controls

Integrating Al/ML into Standard Operations X Permenial PHUSICS SOFTWare

T — =5 anb COMPUTING INFrasTrucTure

= e sy A switch was added to CDC Control
- GUI to allow shift takers to disable the
AI/ML control completely.

Monitoring of the entire system was
put onto a Grafana server.
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PI: David Lawrence
Co-Pls: Thomas Britton, Naomi Jarvis
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AlIOP - Al Optimized Polarlzatlon

( Left: microwave frequency vs. time. Right: corresponding polarization ) ) )
~ Polarized photon beam uses thin diamond radiator
ooms 1 ) ”f/‘“www%m with precise angle adjustment to align edge of coherent
5 % | bremsstrahlung peak.
e S We will use Al/ML to:
= a8t MWW bt M,‘ e determine angular shifts needed to maintain coherent peak
V(\W of polarized bremsstrahlung photons within +/-10MeV its
00505 B S W nominal position in real time
e digital-twin of diamond to map degradation as function of
Polarized targets use microwave drivers to position in order to predict location of optimal polarization
ma'nta|n pOIar|Zat|0n and NMR tO measure |t Coherent Peak pos?tion Drift Integrated Figure of Merit vs. Coherent Peak Position
We will use Al/ML to: TR T § ™
60~ ] g e e e e ]
é 0.952——— —
e cleanly extract NMR signal from changing % B oo i P =
baCkgrOUnd 402— , i_g 0,94:4 io,s%iFOMdrop::zmMev:/ i
307“ Nominalpeak:ssZDMeV.; %1 0.92;7 1.0% iFOM drop = + 29.5MeV . i
e adjust y-wave frequency periodically to maintain i 100 pem— E
optimal polarization g F 3
10— 0.86[— —
F ol WM 1 OABAf— —f
gDO‘ : l1[56H 100 750 0 100 150 200 5720l * .57140. ’ I5716[)‘ * ‘5780‘ - ‘58100‘ - 3;26 * ‘58140‘ : ISBIBO‘ - ‘SBIBD‘_Y‘ ‘59100‘
\ Coherent peak position relative to nominal(MeV) Coherent Peak Position (MeV)
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Funded through DOE NP FOA SC-0002875
PI: David Lawrence 6
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Streaming Grand Challenge

slide from Jan. 5, 2024 presentation by Rolf Ent

Grand Challenge in Readout and
Analysis for Femtoscale Science

Grand Challenge in Readout and
Analysis for Femtoscale Science

Amber Boehnlein, Rolf Ent, Rik Yoshida November, 2018

Introduction

Micro-electronics and computing technologies have made order-of-magnitude
advances in the last decades. Combined with modern statistical methods, it is now
possible to analyze scientific data to rapidly expose correlations of data patterns
and compare with advanced theoretical models. While many existing nuclear
physics and high-energy physics experiments are taking advantage of these
developments by upgrading their existing triggered data acquisition to a streaming
readout model, these experiments do not have the luxury of an integrated systems
from DAQ through analysis. Hence, we aim to remove the separation of data
readout and analysis altogether, taking advantage of modern electronics, computing
and analysis techniques in order to build the next generation computing model that
will be essential for probing femto scale science.

Integrated Whole-Experiment Model
An integrated whole-experiment approach to detector readout and analysis towards
scientific output is summarized in the following figure.

VR

real-time
data calibration,
detector streaming handling alignment,
system - readout -y and storage analysis, theory
organization comparison
(ML)

~

omas Jefferson National Accelerator Facility

See the buzzwords!!!
Streaming
Calibration/ML

* Distributed Computing

Heterogeneous

* Statistical Methods

Key Elements

An integrated whole-experiment approach to detector readout and analysis towards
scientific output will take advantage of multiple existing and emerging technologies.
Amongst these are:
e “Streaming readout” where detectors are read out continuously.
e Continuous data quality control and calibration via integration of machine
learning technologies.

201

o Task based high performance local computing.
e« Distributed bulk data processing at supercomputer centers.
e Modern statistical methods that can detect differences among groups of data

or associations among variables even under very small departures from
normality.

Existing and Proposed Efforts
Several of the current LDRD proposals as well as separate on-going efforts naturally
fit into the framework of the integrated whole-experiment model of data handling
and analysis. They are
o Jefferson Lab EIC science related activities
o Web-based Pion PDF server
e Jefferson Lab and related part of the Streaming Consortium proposal to the
EIC Detector R&D committee including
o Crate-less streaming prototype
TDIS streaming readout prototype
EM Calorimeter readout prototype
o Computing workflow - distributed heterogeneous computing
e LDRD proposals
JANA development 2019-LDRD-8
Machine Learning MC 2019-LDRD-13
Streaming Readout 2019-LDRD-10

Grand Challenge

Develop a proof of concept of quasi-instantaneous high-level nuclear physics
analysis based on modern statistics from a self-calibrated matrix of detector raw
data synchronized to a reference time, without intermediate data storage
requirements, with production systems developed for late stage 12 GeV analysis and
the Electron lon Collider. We propose organizing some of the LDRD proposals and
other exploratory work around these themes to achieve proof of concept.

EXPerimenTtal PHYSICS SsOFTware
anbD COMPUTING INFrasTrucTure

The Streaming Grand
Challenge began in 2018.

Significant progress has
been made since then on
several fronts that include
deployment of
SRO-capable fast
electronics, firmware
development, and software
(ERSAP, JANAZ2,
InstaRec,...).

Phase Il of the SRO GC is
now beginning.
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Streaming Grand Challenge Phase Il

ERSAP / CODA
Streamed Data

Physics and Detector Simulation * | JANAZ || EsraT

PHASM eAST

Feedback for Self-

Driving Experiment

Streamed Data
INDRA- | ———
ASTRA

A *
ExPenment Feedback for Self-

Driving Experiment
||

Feedback for Self-
Driving Experiment

Digital Twin *

PHASM eAST

&HEPSCI

EXPerimenTalt PHYSICS SsOFTware
anbD COMPUTING INFrasTrucTure

JIRIAF
. Heterogeneous Computing Facility

Physics Analysis *

* 3D Imaging (Multidimensional)
« Spectroscopy (Multichannel)
* Bose-Einstein Condensate

Calibration *

Reconstruction *

Physics Analysis *

+ 3D Imaging (Multidimensional)
* Spectroscopy (Multichannel)
* Bose-Einstein Condensate

* A'/ ML Diagram from early 2024 by Rolf Ent, Markus Diefenthaler, Brad Sawatsky, and David Lawrence

Jefferson Lab

omas Jefferson National Accelerator Facility
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CODA

EJFAT

reassembly

‘OTfiomas Jefferson National Accelerator Facility

monitoring

ROOT files
(recon)

EVIO SRO Event
Parser :> Identifiers

Event
Filters

Legacy Data
|:> Formatter

JLUO Annual Meeting - EPSCI - David Lawrence - Jun. 12, 2024




ERSAP = Environment for Real-time Streaming, Acquisition and Processing g“
g EPSCI

EXPerimenTalt PHYSICS SsOFTware

EIC prototype calorimeter SRO pipeline at DESY. CODA & ERSAP Sne compHTine InFrasTrHeTHre

CODA ERSAP
SUTSTUSEU. S USRS VR S NN URRED. - SR —
:, m,‘,"ﬁ,’L = . .
e Cosmic vent e 4 ERSAP design is event
e iamtifer M | reactive actors,

networked by data

| / : . .
b DAG Receiver Frame :
: femt ﬂ e \.\ |+ Compositional actors with

L

‘
i
! “ - !
i . T \ conditional data routing at
' .
: . . \ runtime.
1 | \
cPUROC || /1 e b i Beam Event - /\7 X .
Triggered data readout E i e M | * Flow-based programming
; R paradigm
» 1
iviPpROC | STTTTTTTTmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmee
Configures and manages SRO
| VTP FPGA streaming readout

Trigger scintillator
Triggered data are waveforms read out over the VME bus.

Stream data are integrated sums and times of all hits over a threshold in the calorimeter regardless
recent beam test at

of the trigger status.

DESY included ERSAP
environment for online
processing

5x5 PbWO4 Crystal Array (2

cm*2 face) with 2-5GeV {

electron test beam

Je [0} L Funded through JLab SciOPS 44
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EJFAT ESnet/JLab FPGA Accelerated Transport @EPSCH

(part of IRIAD effort)

Partnership between ESnet
and JLab to provide high
bandwidth, low latency
transport of experimental data

Event EJFAT
Identifier Fragmentation

Data Source

° Data packet headers re-written in FPGA
to redirect to processing nodes

° Smart load balancing by Control Plane

application based on telemetry from
processing nodes

OTfiomas Jefferson National Accelerator Facility

EJFAT Block Diagram

Control
Plane

gRPC pub-sub

ITal PHYSICS SOFTware
'UTING INFrasTrucTure

Control feedback /
Event Sync

Event

Data
Plane
NAT

EJFAT Load Balancer

Packets

EJFAT Rea_ssembly Event Reconstruction
Engine Application
PID Loo
EJFAT
Reassembly Al

Cluster Node

Prometheus

Funded through DOE ASCR IRIAD project
PI: Graham Heyes
Project Lead: Michael Goodrich 12
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GCII: JIRIAF + EJFAT + NERSC Testing

PI: Vardan Gyurjyan
LDRD Project

PI: Graham Heyes
ASCR Project

Project Lead: Michael Goodrich

EXPerimenTalt PHYSICS SsOFTware
anbD COMPUTING INFrasTrucTure

EJFAT

Stream exercise sending CLAS12 data from JLab to NERSC using the JIRIAF

(funding FY23, FY24)

system CLAS12 Data >
Esnet Customer Service Portal (arChlvaI)
ENERGY SCIENCES NETWORK Vlrglnla CaliFDl‘nla
JLAB ESnet NERSC
HOME > SITES » ERSAP nodel
clasBlasterNTP ERSAP node2
H ejfat-1 ERSAP node3
Thomas Jefferson National Accelerator Interfaces [MGCMY e cp ERSAP noded
ili ejfat-1 ERSAP node5
Facility ! ERSA nodec
clasﬂlisterNTP | ERSAP node7.
. ' ejfat-2 ERSAP node8
Website http://www.jlab.org T | @
: o
node:
cIasBI:sti;NTP | ERSAP nodel2
ejfat: ERSAP node13
clasBlasterNTP ERSAP nodel4.
TRAFFIC All v TIME 1h 6h day week month custom ejfat-4 ERSAP node15
clasBlasterNTP [_ERSAP node16 |
s St
node:
Total Site Traffic Last updated May 1st 2024, 12:00 pm @ Tosite M From site clasBlocte T [_ERSAP node19 |
ejfat-6 ERSAP node20
clasBlasterNTP ERSAP node21
140G ejfat-fs ERSAP node22
120G clasBlasterNTP ::2:: :zgzﬁ
80Gbps returning to JLab - 1o clfeto ERSAP node2s
________________________________________________________ 80G ERSAP node26
60G ERSAP node27
40G ERSAP node28
20G ERSAP node29
ERSAP node30
0.0 ERSAP node31
20G ERSAP node32
40G ERSAP node33
60G ERSAP node34
80G ERSAP node35
___________________________________________ 100G ERSAP node36
100Gbps from JLab to NERSC 1206 [CERsAP pipel |+ ERSAr nodedL
1408 ERSAP node39
ERSAP node40
AM 12PM 06 PM Tue 30 06 AM 12PM 06 PM May 06 AM 12PM o r JIRIAF K8S Cluster 'i
s s s et s o S T e S S s e T s e et S o ) s i

.gg’ﬂ?fmn Lab 13
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' GCIl: RTDP - Real-Time Development Platform @EPSCJ

HPDF EXPerimenTtaL PHYSICS SOFTware
anb COMPUTING INFrasTrucTure
/compute node |

JANA2

=
! Simulation/emulation
\ (| of SRO systems with
option to replace

components with
actual hardware or
software where

his 4 ml

1 =
1 =
1

Highly configurable multi-stream Onsite components will implement Offsite processing must incorporate built-in available.
source allows realistic streaming first stages of data filtering/reduction calibration latencies and storage. This will also
simulations help inform HPDF design
May 16th beam test where data streamed from CLAS12 to Data Center and packets captured with hardware timestamps.
Packet Time Differences (all ports)) Packet Size (all ports) = Total Stream rate 5nA
) 355 MB/s ) :
A0 (sectors 2,5) 102 2
0 1 2 3 a5 6 0 20 40 60 80 100 | &
2 A s . 0 2 4 6 8 10 12 14
Time Difference milliseconds Packet Size (kB) Time Difference from First Timestamp (minutes)
g PI: David Lawrence
Je on Lab

) ) LDRD Project 14
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@ HYDRA Data Quality Monitoring with Al/ML

EXPerimenTtal PHYSICS SsOFTware
anNnbD COMPUTING INFrasTrucTure

HYDRA: Front End

P S LTIV e PEETAER S
T © HYDRA 18704
caormose: ot T— Select Runs: —
) 900 7 &
e b showing 80 / 80 images Ilast received images from Run: with a current, average processir 15602 ] | N | W
. ; - -
Model ID: 77 Model Cre 19600 ) el | | %
Coumns(z v 19599 | — — i »
e Th Feeder Sotbmscoss | e | I | |3
ere a Model 77 - RASTER_Rioccupancy: Al Confidence Distributions T = Foader i responaible for getting Images; resizing them, and ECAL
i 14 [E movingthem o the approprat ditectory such tha ey can be g ]
2 ; - ed 1o the appropriate modol = Run: 19599 Ru
ki & - = o Chunk: 0000 ch
leader. Get to Run0tz E Date: 2024-02-06 20.04:49 0a
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labeling! ; : — — . s N
i % = = 8208 Unconfimeg | C1ass:8ad @1 =
— _‘ ” | _———
o o \ o g I - T — 58 - =3 -
FTOF_tdcOccupancy | =
0 | — 5
3 Run Number: 18704 — =
e =
N 2023-11-05 19:51:11 2
NoData @ 72.97% confidence 1 | ] i i
! un: u
o . | |, Chunk: 0006 ch
_ L | [ g Date: 2024-02-06 20:17:03 Da
= Bl = Model ID: 225 Mc
o o5 o3 1 o o 2 2 2 . DIRC_ocoupancy Cless: S0l @ o
Feeder Time (ms) a—
avg. P N
2
o

GCrafana

Library Run Status

See predictions in real

Data Labeler

Dashboard displays all Display concerning plots

predictions over time

Monitor heartbeats for
back end processes and

Efficiently label Contains enhanced
hundreds (thousands) of

images

sorted by detector from
previous day

confusion matrix, time

thresholds, active model image processing time

designations

Funded through JLab SciOPS 1
Project Lead: Thomas Britton
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https://clasweb.jlab.org/hydra/labeler.html
https://halldweb.jlab.org/hydra/Library.html
https://halldweb.jlab.org/hydra/HydraRun.html
https://halldweb.jlab.org/hydra/status.html
https://halldweb.jlab.org/hydra/HydraLog.html

@ HYDRA Data Quality Monitoring with Al/ML

e Models trained on specific plot image

e GradCAM highlighting of problem
areas

e Deployed in all 4 experimental halls*

Jefferson Lab

omas Jefferson National Accelerator Facility
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Gw120262

Last Updated: 5.00 second(s) ago

S HYDRA®

showing 13 / 13 frames

FDC_occupancy.
[Run Number: 120262

2023-04-12 09:42:39
Acceptable @ 78.08% confidence

BCAL_occupancy

[Run Number: 121174
2023-04-12 09:42:27

Good @ 80.23% confidence

JLUO Annual Meeting - EPSCI - David Lawrence - Jun. 12, 2024

b
Run Number: 121266 . AL_occupancy
023-04-12 09:41:48 RF_TOF _selftiming un Number: 121013
ILED @ 94.99% confidence Run Number: 120397 023-04-12 09:29:04
2023-04-12 09:40:36 osmic @ 55.65% confidence
Good @ 99.99% confidence
RF FOC Sell iming F PSC Sal tming
10'FT i .
0k 10
: I ; i !
I'l " i
& 'l ? i | 4
10 | | i
l 1 [H 1 T 10) & ]
| i ! | I j L pf 3
245 -1 05 0 05 1 15 2 S2HE T e 0 s s U N eE 0 e T s e
At (First Pair) (ns) At (First Pair) (ns) At (First Pair) (ns)
RF_TAGH_selftiming =RF_FDC_selftiming ZRF _PSC_selftiming
:Run Number: 120638 ZRun Number: 120838 ZRun Number: 120299
2023-04-12 09:33:50 2023-04-12 09:38:00 2023-04-12 09:40:12

Run Number: 120924
2023-04-12 09:38:25
Good @ 89.65% confidence

fal25_itrig

Run Number: 120810
2023-04-12 09:38:13

Good @ 99.28% confidence

Funded through JLab SciOPS 1
Project Lead: Thomas Britton




PHASM

What is PHASM?

® LDRD project at Jefferson Lab
® 1 year old, 2-3 people

® Proof of concept

Basic Idea

Make it as easy as possible to train a neural net
surrogate model to mimic and replace an arbitrary
piece of existing numerical code. Systematize and
formalize the process from analysis to deployment.

Perspective shift

A neural net surrogate model of an algorithm is a
transformation of that algorithm. Eventually,
classical numerical methods and their data-driven
analogues will be understood under a unified theory.

Present situation

2/14

Fr A

&HEPSCI

EXPerimenTtal PHYSICS SsOFTware
anNnbD COMPUTING INFrasTrucTure

PI: Nathan Brei
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Towards High-Performance Al4NP Applications on Modern GPU Platforms

Xinxin Mei*  Nathan Brei* Thomas Britton? David Lawrence *
*Thomas Jefferson National Accelerator Faclity, Newport News, VA, USA

Introduction

We study the peformance of A4NP applctions on 2 NVIDIA GPU platfors: Tesa T4 and A100

808 PCle, Table 1, where Tensor Cc

s e e floating:point processing units.
e

GPU  [#SM_ Mem  PeakBW | FP32  FP16Tensor Core

T4 40 15110MB 2452GB/s [ BITFLOPS 65 TFLOPS
A100 PCle| 108 81251 MB 1607.3 GB/5|19.4 TFLOPS 312 TFLOPS

Speedup |25x_ 55¢ 65x 25¢ 5¢
Roofline Performance Model

A100 PCle

DT

Figure 1 Roofine model for NVIDIAT# and AZDO PCle GPUS Both x-axs nd y-is ae log-scale.

£

s: arithmetic intensity, defined s #operations/BW. FLOPs: floating-point operations.
+ Y-axis: achieved throughput in TFLOPS. FLOPS: floating-point operations per second.

the processor’s peak bandwicth (BW, in GB/s) and the horizontal roof denotes the peak floating
point performance (in FLOPS) [4]. We define the ridge point as where the diagonal and horizontal
oofs meet. T4 has FPA26FPL6 ridge paints of lager arthmetic ntensit, which means that it s
more fkely to be boundied by bandwidth.

Hyper-Parameterized Fully-Connected Neural Network (FCNN)

Model Definition

Toble 2: Hyper-Parametersof FCNN Models

FCNN Roofline Performance Analysis

Performance vs. Batch Size

Low tization Medum uiization vigh witzaion
£ —~
£ w P32
§
IS |
L. Di=256 Dy=2048
P 0 | 7 2 3 .
S S
Medum wiization vigh uizaion
fw .
g FP16
:
1
- Do=1024 Dis152
PO e [
S S S

Fgu Duofion:

We choose Dy of 3 uvhzauon levels, and plot theachieved FLOPS o bach sizewithboth axes as
log:scale in Figure 4. Thouy

* Low utilzation: magonaw oo only. Performance islinear to1 and batch size.
+ Medium utiization: typical roofline. Performance with larger I reaches horizontal roof faster.
« High utiization: flatter roofline. Performance is insensitive to 1 and achieves peak fast.

Summary

« Tensor Cores are automatically activated on A100, which leads to higher FLOPS utiization.

+ GPUs prefer large models, but there are optimal hidden layer dimensions. With high utiization,
performance i insensitive to number of layers,

Varable TLayers ) Nodes (D) Input (D] Output (Do) Bateh size ] * erormances st snsiv o bach s, Th prfomance botch sz tetionship s
Min 4 3 200 200 “
Max 128 8192 800 1000 16384
inc 2 X2 2000 +200 2 Neural Hydn
Fsamples| 6 B 2 5 B yara (1]
FONN models iden ayers (3] Inception 3 mage clsiation model 21 W s te model with o Gk s whire e

* Dimension o the hidden layer: D Number of hidden layers:
* Number of model parameters: & = Dy x (L — 1) + Dy x (D; + Do)
* Operations per step: O = 6 x & x bs. bs is the batch size.

+ Estimated performance in FLOPS: O training steps / raining time.

Estimated FLOPS is smaller than the actual value.
« Environment: gec 9.1, Python 3.10, PyTorch 1.13, CUDA 116, cuDNN 8.3

Achieved Peak Performance

A100 has higher peak utiization than T4.
A ¥ = Uiization is compared to the theoretical FP32/FP16

iraining st s of 289 samples and the valcation et is of 15K samples, and each sample is an
is within 1.5%.
Environment: Python 3.8.6, Tensorflow 2.1, Keras 2.11, cuDNN 8.2. Multiple GPUs are connected
toa single CPU to minimize the inter-GPU memory trafi
Mixed Precision

Mixed precision (MP) s the use of both FP16 (run on Tensor Cores) and FP32 (run on floating-point.
units) in a model during training. It can improve the compute throughput while at the same time.
reduce the W triges
Tibie 3 Performance of Hycka Taning.

Tas [2T4s MP|2A1005|2A100s MP.
4 | 24 | 192 192

N

Configuration
Batch size (samples)

2208 | 4589 | 8353 | 8427

“ .y 1 e Compared tc
4 FLOPS shows 3.5 speedup whie FP16 shows 6.2x.
both higher than sted in Table 1.
- Peak AL0D FP2 utzation s higher than 1005%
indicaing FP16 Tensor Cores are automatically

S =S activated, which is not the case for T4.
= Peak utilzation of T4 & A100 ae better than NVIDIA
e fchierdpesk NN peromanceand. V100 ff which i gven i (3

FLOPS Utilization

For each of the 4 experiment groups, we set its own peak FLOPS as baseline, and divide real FLOPS.
to baseline to get a utization heatmap in Figure 3, where the maximu in every subplot is 100%.

Figur 3 FCNN FLOPS relative tizaton. Bank celf ndicte out-of-memary
* Both T4 and AL0D prefer arge model parameters to be saturated. More so for A100 or FP16.

+ 0 ox Dy? = Dy has optimum. When Dy s larger than optimum, performance slightly
decreases. This s for both FP16 and FP32 but more obvious for FP32.

@ersci

m,f_tgon Lab -
fomas Jefferson National Accelerator Facility

Speedup 1 | 21x | 38x | 38x
Validation accuracy (%) | 99.23 | 99.47 | 9895 | 9941

We e the tslingspeed of 2 T4 GPUs s baslne, s e n Tl &, MP gy benefs

T4 that it receives 2.1x speedup. Though MP almost has no influence on A100, it stil s

ncedup. We infer ihat Wi = sutomatcaly ctwaed. - to he £ FCNN ol Fo ]

experiments, MP does not affect the final validation accuracy.

Conclusions

P sizehasa to achieve high utiization.
 Levrage mied prcision o speed up rainin.especlallyon GPUS of compute capaclty 7x (L. T4).
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e Roofline model analysis of two types of
vidia GPUs with 2 Al applications

° eneric MLP model

° oogle Inception v3 (used by Hydra)

e FP16, FP32, and Mixed Precision

https://github.com/cissieAB/pytorch-paradnn/blob/

PI: Nathan Brei

master/docs/CHEP GPU4ML4NP 05022023.pdf
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Conveners (Frameworks)

The group conveners are:

¢ Benedikt Hegner, Key4hep and CERN
o Kyle Knoepfel, Neutrino Platform and Fermilab
e Vakho Tsulaia, ATLAS and LBNL

4
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Code Maintenance Responsibilities

Data Acquisition System

.Lenﬁe’m)on Lab
omas Jefferson National Accelerator Facility

clas;

CEBAF Large Acceptance Spectrometer

CLARA Reconstruction Framework

> S

MCWrapper Simulo’rioﬁ W(—)fkflow Manager

&HEPSCI

EXPerimenTtal PHYSICS SsOFTware
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(GLUEY

JANA Reconstruction Framework

p
-
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Automated and Distribut

Thomas Britton
EPJ Web Conf., 245 (2020) 01022

DOI: https://doi.org/10.1051/epjcont

JANA2 Framework for E

David Lawrence, Amber Boehnlein
EPJ Web Conf., 245 (2020) 01022

DOI: https://doi.org/10.1051/epjcont

ML Track Fitting in Nucle:

Thomas Britton, David Lawrence an
EPJ Web Conf., 245 (2020) 06015

DOI: https://doi.org/10.1051/epjcont

Offsite Data Processing ft

David Lawrence
EPJ Web Conf., 245 (2020) 07037

DOI: https://doi.org/10.1051/epjcont

Heterogeneous data-pro

EPJ Web Cont., 245 (2020) 07037

Title/Info

Title/Info

Uncertainty aware anom:

Willem Blokland, Pradeep Ramuhall
Submitted to Phy AB(&

arXiv: https:/arxiv.org/abs/2110.121

Al Enabled Data Quality

Thomas Britton, David Lawrence,
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EJ-FAT Joint ESnet JLab FPGA

Stacey Sheldon, Yatish Kumar, Michael Goodi
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arXiv: https://doi.org/10.48550/arXiv.2205.08f
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David Lawrence
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Fabrizio Ameli, Marco Battaglieri, M:
, Vardan Gyurjyan, David Lawrence,
DO https://doi.org/10.1051/epjcon

arXiv: https://arxiv.org/abs/2105.07

Vardan Gyurjyan and Sebastian Mancilla

DOL: https://doi.org/10.1051/epjconf/202024505020

Jef
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Accelerator and detector control

T. Britton and B. Nachman
Submitted to IOPscience Journal of Instrumel

DOI: https://doi.org/10.1088/1748-0221/17/0:

Using Al to predict calibrations

Torri Jeske, Diana McSpadden, Nikhil Kalra,

Submitted to IOPscience Journal of Physics:

Al For Experimental Controls at

Torri Jeske, Diana McSpadden, Nikhil Kalra,
DOI: https://doi.org/10.1088/1748-0221/17/0:

arXiv: https://arxiv.org/abs/2203.05999 &

Machine Learning on FPGA For

Sergey Furletov, Fernando Barbosa, Lee Bel

Submitted to JINST &

Streaming readout for next genel

Fabrizio Ameli, Marco Battaglieri, Viadimir V. Berdnikov,

Title/Info

Control Simulation for an ESnet-Ji

D. Howard; M. Goodrich; C. Timmer; V. Gyurly
Published at: [(pending)]

DOl harepoint bi/rist

Development of ML FPGA Filter f

F. Barbosa, L. Belfore, N. Branson, C. Dickover,;
Published at: IEEE Xplore &

DOI: https://doi.org/10.1109/TNS.2023.325943

EJFAT: Towards Intelligent Compt

M. Goodrich; C. Timmer; V.. Gyurjyan; D. Lawr

Submitted to: ACAT &7

DO licio.cern.ch/event/1

The Present and Future of QCD
(report from 2022 Hot & Cold QCD
P. Achenbach et al.

Submitted to: arXiv.org &

DOI: https://doi.org/10.48550/arXiv.2303.02579)

ESnet / JLab FPGA Accelerated

M. Goodrich; C. Timmer; V. Gyuriyan; D. Lawre
Submitted to: IEEE Xplore &

DOI: https://doi.org/10.1109/TNS.2023.3243871

ERSAP: Towards Better NP Data-

V. Gyuriyan, D. Abbot, N. Brei, M. Goodrich, G
Published at: IEEE Xplore §

DOI: https://doi.org/10.1109/TNS.2023.324254

, Tommaso Chiarusi, Raffaella De Vita, Cristiano Fanelli, Vardan Gyurjyan, David Lawrence, Patr

, Alessandro Pilloni, Ben Raydo, Carl Timmer, Maurizio Ungaro, Simone Vallarino

Submitted to EPJ+i&

DOI: https:/link.springer.com/article/10.1140/epjp/s13360-022-03146-2 &

2024 [edit]

Title/Info

Publications from 2024

'HYSICS SsOFTware
i INFrasTrucTure

BibTex

Towards High-Performance AI4NP Applications on Modern GPU Platforms

Xinxin Mei, Nathan Brei and David Lawrence
EPJ Web of Conferences &'

https//doi.org/10.1051/epjconf/202429511023 &

JIRIAF: JLAB || d R h Infr

bibtex

Across Facilities

Gyurjyan Vardan, Larrieu Christopher, Heyes Graham, and Lawrence David

EPJ Web of Conferences &

https://doi.org/10.1051/epjcont/202429504027 )

EIC Software Overview

Lawrence David
EPJ Web of Conferences g

https://doi.org/10.1051/epjconf/202429503011 &

bibtex

bibtex

Streaming Readout and Data-Stream Processing With ERSAP

Gyurjyan Vardan, Abbott David, Goodrich Michael, Heyes Graham, Jastrzembski Ed, Lawrence David, Raydo Benjamin and Timmer Carl

EPJ Web of Conferences &

https://doi.org/10.1051/epjcont/202429502025 1)

bibtex

Hydra: Computer Vision for Online Data Quality Monitoring

Torri Jeske, Thomas Britton, David Lawrence and Kishansingh Rajput

EPJ Web of Conferences &

https://doi.org/10.1051/epjconf/202429502008 &7

Al Driven Experiment Calibration and Control

bibtex

Thomas Britton, Cullan Bedwell3, Abhijeet Chawhan3, Julie Crowe3, Naomi Jarvis2, Torri Jeske1, Nikhil Kalra1, David Lawrence, and Diana McSpadden

EPJ Web of Conferences g

https://doi.org/10.1051/epjcont/202429502003 )

bibtex

Control Simulation for an ESnet-JLab FPGA Accelerated Transport Load Balancer

Derek Howard, Michael Goodrich, Carl Timmer, Yatish Kumar, Graham Heyes, David Lawrence, Stacey Sheldon, and Vardan Gyurjyan

EPJ Web of Conferences &

https://dol.org/10.1051/epjcont/202429510002

Hydra: Computer Vision for Data Quality Monitoring

Thamae Rrittnn Tari locka Pavid | awranca Kichancinmh B

bibtex

21


https://wiki.jlab.org/epsciwiki/index.php/EPSCI_publications_page

Education and Outreach

Every Wednesday
9 F31224]3l’2hi . EXPerimenTal PHYSICS SOFTwWare
EIC Tutorials anb COMPUTING INFrasTrucTure
4‘,— Home CodeofConduct Setup  Episodes~ Extras~ License  Improve this page Search.

EIC Tutorial: Reconstruction Algorithms in JANA2 A|/M L Hackathons

Welcome to the EIC Tutorial on Reconstruction Aigorithms in JANA2

“This will show you how to build aigorithms and plugins in JANA to expand and use the EPIC reconstruction software.

JLab A.l. Hackathon 2021 Problem Descriptions

#* Prerequisites

Please take alook i the setup section for necessary prerequisites for this lesson.

L 2\ A jlab.org/ai/lunch_series Introduction:
: Schedule
N &0 . There are 5 separate problems here. They are independent and can be attempted in any order. All of the
C \\ problems involve a 30x30 block imaginary calorimeter as shown in the diagram below. The problems
= 00:00 1:ieakion cover different categories (regression, classification, noise filtering, ...).
nvironment for EPIC w m f the EIC
0005 DU T How do | setup a development copy of the EICrecon repository? Town H a I IS
00:25 3. Creating a plugin to make custom Why should a | make a custom plugin? -1000 X +1000
histograms/trees How do| create a custom plugin? 1000
o1:00 8 :e’re\an‘::i:\;::ri'::‘ei QRN (AR O R R J L a b AI T own H a I I
aigorthm
0135 3 Contung e cranges o How do | submit code to the EiCrecon repository? Monday Jul 26,2021, 12:00 PM —
orss Feisn ) vid Lawrence (Jefferson L Mal
Description  Live notes: | @
Summer Students g
https://docs.google.com/ Y S
= 3
E;;;;;;: - 210PM  Welcome
Speaker: David Lawrence
2021.07.26.A1_Tow...
+1000
m - 2:15PM Deeply Learning deep i e 30 blocks EE——

Speaker: Markus Diefenthalel

IEEE - 220PM  INTRA-ASTRA

Speaker: Markus Diefenthaler (Jefferson Lab)

Diefenthaler-AlTow...

22
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Summary (= 2= C_ 1 @crsc

EXPerimenTtal PHYSICS SsOFTware
anNnbD COMPUTING INFrasTrucTure

e EPSCI is a multidisciplinary team with Software and Computing expertise
e Our goal is to help develop and apply new technologies to the ENP program

e Experimental Hall involvement:
o Involved in all halls via CODA/EVIO, Hydra
o Strong involvement in Hall-B and Hall-D offline (working to get more involved in Halls A&C)
o Strong involvement in ePIC as WG conveners and through JANA

e Major projects:

Support ENP systems we helped develop (CLARA*, JANA, CODA, MCWrapper, ...)
Streaming Data Acquisition (ERSAP, RTDP, SRO Grand Challenge)

Offsite data processing (EJFAT, JIRIAF)

Al/ML Data Quality Monitoring (Hydra)

Al/ML Experiment Controls (AlIEC2021-2023), AIOP[2024-2026))

R&D (PHASM*)

O O O O O O
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Backups
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EJFAT Concept: Edge to Data Center Traffic Shaping / Steering @EPSCH

ASCR Funded Project

Experiment edge compute

FPGA - Edge

data shaping
(Xilinx U280)

Edge

Compute Switch

High bandwidth
— fixed latency
link

Jefferéon Lab

omas Jefferson National Accelerator Facility

potential Al

FPGA - Data center
traffic shaping
(Xilinx U280)

Data center

Network ‘telemetry
A 4

system

‘Steering™ "~ 1

Steering
System

7

A

Cluster telemetry

Switch

Large
Compute
Resource

EJFAT = ESnet + JLab FPGA Accelerated Transport
JLUO Annual Meeting - EPSCI - David Lawrence - Jun. 12, 2024
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JLAB Integrated Research Infrastructure Across Facilities

' »,
Concept Validation Experiment: ﬂ EPSCI

CLAS12 Data-Stream processing at NERSC e
Orchestrator ERSAP CLAS12 Event Reconstruction Application YETWare
¥ ‘ucture
Control feedback Control ¥
Plane
- PID/Loop =) PID Loop
Y ' vy MAGF FCAL FTHODO FTEB DCHB FTOFHB EC or
File Ring EJFAT EJFAT ¥ Ring e
S ﬂ Prkatize s -1 Receiver Injector [—> (S (8 (Se (e (80> (55 (20> (2
T T Event Transfer ? EBTE FIOFTE  DCTB EBHB LTec HrCC BAND CND
ESnet node; shared memory
- R sender [« (B < <8 <8 5 <55 <8 <5
vent q ¥ {
File LF CLARA CLAS12 Engines
7 Orchestrator NERSC nodel

JLAB node: jiriaf2301 | 3

A z
Ring
»| NERSC node-N @

JIRIAF Project Scope

—Resource management and scheduling

Reco $ A v | . .
File ¥ A e P . Comblnlng ge_ographlpglly
PIDLoop  Orchestrator PID Loop i i : | diverse computing facilities
'y : I Plane Packetize |
. ‘ I i ! NERSC nodel — Dynamic provisioning and use of
: - | unallocated or idled compute
i 5 I R EJFAT | resources
5 elv
Writer sy Reassembly |< H EJFAT | ) )
! LB | — Relocation of computing workflows
: | L
JLAB node: jiriaf2302 '|" ESnet node | + Challenges of heterogeneous, distributed,
| and opportunistic compute resource
! I provisioning

————————————————————————— —Data transfer and latency

— Security and privacy
PI: Vardan Gyurjyan
Je on Lab LDRD Project 26
omas Jefferson National Accelerator Facility JLUO Annual Meeting - EPSCI - David Lawrence - Jun. 12, 2024 (funding FY23, FY24)




