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1 Introduction

These lectures were devised for the first International School of Hadron Femtography, to be held at JLab between
September 16th and September 25th, 2024, and are mostly based on the thesis [1]. The goal of these lectures is to
offer an insight into how one would go from an observable related to an exclusive process to quantities related to the
structure of the nucleon. I will give a brief introduction into exclusive processes and give an example of expanding
GPDs in terms of conformal moments.

2 Exclusive processes

2.1 Deeply virtual Compton scattering

Deeply virtual Compton scattering (DVCS) is a hard exclusive process, symbolically written as

ℓ(k1) +N(P1) → ℓ(k2) +N(P2) + γ(q2). (1)

Hard means that there is a large momentum carried by the virtual photon from the lepton to the nucleon, and
exclusive means that we detect all of the products in the final state. After deep inelastic scattering (DIS), this
process represents the next step in the pursuit of uncovering the structure of the proton. In this process, the
incoming lepton emits a virtual photon, which then interacts with the constituents of the nucleon. In the final state
we detect a lepton, a nucleon, and a real photon, which was emitted from the nucleon. The initial and final nucleons
do not have the same momenta, but the nucleon remains intact, which together with the fact that the photon is
emitted directly from the nucleon, allows for access of the three-dimensional structure of the nucleon. Because of
the difference in the momenta of the initial and final nucleon, we refer to this process as being off-forward. When
the process is forward, meaning that the momenta are thr same, we recover DIS.

Since the detectors only measure the products of the scattering, which are the lepton, nucleon and real photon in
this case, DVCS interferes with another process with the same initial and final state, called the Bethe-Heitler process.
In the Bethe-Heitler process, the final state photon is emitted from either the initial or the final lepton through
Bremsstrahlung, and the interaction between the virtual photon and the nucleon is described by the electromagnetic
form factors F1,2(Q

2). Both of these processes are depicted in figure 1 below.
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Figure 1: Deeply virtual Compton scattering and Bethe-Heitler process.

The amplitude for the process ℓN → ℓNγ is the sum of the amplitudes for DVCS and the Bethe-Heitler process,
which means that the differential cross section is written as

dσ

dxBdyd |∆2|dϕdφ
=

α3xBy

16π2Q2
√
1 + ϵ2

∣∣∣∣ Te3
∣∣∣∣2 , (2)
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where the amplitude is
|T |2 = |TDVCS|2 + |TBH|2 + I, (3)

and the interference term is given as
I = T ∗

DVCSTBH + TDVCST ∗
BH. (4)

The cross section depends on 5 variables, because there are three particles in the final state which have 5 degrees of
freedom. Some of these variables were introduced before, namely the opposite of the square four-momentum of the
virtual photon Q2 = −q21 , which now does not correspond to the momentum transfer to the hadron, and the Bjorken
x defined as

xB =
Q2

2P1 · q1
. (5)

The square of the four-momentum transfer to the hadron is given as

t = ∆2 = (P2 − P1)
2. (6)

We also introduce the symmetric combinations of momenta

q =
1

2
(q1 + q2), P = P1 + P2. (7)

In order to describe the photon-proton scattering, we need three independent variables. We can choose from the
following Lorentz scalars

Q2 = −q2, ξB =
Q2

P · q
, ξ = −∆ · q

P · q
. (8)

Note the different font between Q2 and Q2. ξB is called the generalized Bjorken variable, and ξ is called the skewness.
Skewness tells us how much the process is off-forward, meaning how much the struck parton momentum changes in
the scattering. If the skewness is zero, we retrieve the forward Compton amplitude, and ξB coincides with xB. If
additionally ∆ = 0, we recover deep inelastic scattering. We can also use the variables defined in DIS like xB and

W 2 = (P1 + q1)
2. (9)

In order to perturbatively approach this process, we employ the generalized Bjorken limit, which is given as

s = (P1 + q1)
2 ∼ q21 → ∞, −∆2 ≪ s, xB = fixed, (10)

and for DVCS (and DVMP, which we will define later) ξB ≃ ξ. In this limit we have

Q2 ≃ 2Q2, ξ ≃ xB

2− xB
, s ≃ 2P · q. (11)

We also introduce the notation for the average fraction of the longitudinal momentum of the proton carried by the
struck parton x, which will be more precisely defined in the next chapter.

The limits on the momentum transfer are given by

∆2
min,max = − Q2

4xB (1− xB) + ϵ2

[
2 (1− xB) + ϵ2 ∓ 2(1− xB)

√
1 + ϵ2

]
, ε = 2xB

M

Q2
. (12)

The remaining two variables are the two angles ϕ and φ. In order to define them, we define the leptonic plane,
which is subtended by the initial and final lepton 3-momenta, and the hadronic plane, which is subtended by the
3-momenta of the scattered nucleon and real photon. The angle ϕ is the angle between the leptonic plane and the
recoiled nucleon 3-momentum, and φ is the angle between the scattered nucleon 3-momentum and its transverse
polarization in the case of a polarized target. This frame is called the BKM frame [2] and is depicted in Figure 2
below.
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Figure 2: BKM reference frame. Adapted from [2].

In Figure 3 below we compare the squared amplitudes for DVCS and Bethe-Heitler, and their interference term.
We can see that the Bethe-Heitler term dominates, that the cross section is symmetric with respect to the angle ϕ,
and that the pure DVCS term does not depend on the angle.
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Figure 3: Comparison of |TBH|2, |TDVCS|2 and I.

The DVCS cross section is parametrized in terms of complex functions called Compton form factors (CFFs),
which are calculated as a convolution of the hard, perturbative part of the process, and the soft, non-perturbative
part which gives access to the structure of the nucleon. This is not dissimilar to the extraction of PDFs in DIS,
where experiments probe structure functions, which are convolutions of PDFs and the hard-scattering part. This
phenomenon is called factorization, where the amplitude separates into the hard and soft part, which allows for
the extraction of functions that describe the structure of the proton. In this instance, the soft functions are called
generalized parton distributions (GPDs), which describe the transition from the initial nucleon to the final nucleon
state. Factorization was proven in [3] for transversally polarized virtual photons.

The fact that the Bethe-Heitler process, which we can describe sufficiently well at the level of precision we have
for DVCS, comes into the full ℓN → ℓNγ cross section provides a unique opportunity to access CFFs linearly and
quadratically.

At leading order DVCS is described through the so-called hand-bag diagrams, which are depicted in Figure 4
below. In this part we observe only the hadronic part of the process, where at leading order we have the scattering
of a virtual photon off a quark (or equivalently antiquark), which then emits a real photon and is absorbed back into
the nucleon. Therefore, the initial and final nucleon have to be the same. Alternatively, this process could also be
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thought of as an emission of a quark-antiquark pair from the nucleon, which absorbs the virtual photon and then
annihilates into the final photon. If we accept the former interpretation, then we draw the s- and u-channels, where
the fermion propagator in the hard subprocess carries the s and u four-momentum squared, respectively.
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Figure 4: Deeply virtual Compton scattering at leading order of perturbation theory.

Symbolically, we can write CFFs as

FA
(
ξ,∆2, Q2

)
=

∫ 1

−1

dx

2ξ
AT

(
x, ξ

∣∣αs (µR) ,
Q2

µ2
F

)
FA

(
x, ξ,∆2, µ2

F

)
, (13)

where the index A denotes all parton contributions, so A ∈ {u, d, s, . . .G}. We have four types of CFFs, corresponding

to the four GPDs that enter the amplitude at LO, which are F ∈ {H,E, H̃, Ẽ}. The CFFs in the cross section are
summed over all partons,

F =
∑
A

Q2
AFA, Q2

G =
1

Nf

∑
q

Q2
q. (14)

At leading order in αS the CFFs take on the form

FA =

∫ +1

−1

dx

(
1

x− ξ − iϵ
− 1

x+ ξ − iϵ

)
FA(x, ξ, t)

= P
∫ +1

−1

dx

(
1

x− ξ
− 1

x+ ξ

)
FA(x, ξ, t)− iπ(FA(ξ, ξ, t)− FA(−ξ, ξ, t))

(15)

where the first term, the principle value of the integral, is the real part of the CFF, and the second part is the
imaginary part (note that GPDs are real functions). We can see that the imaginary part is probed only on the
so-called crossover line, where x = ±ξ, and that it is proportional to the corresponding GPD.

The cross section can be calculated in several ways. In the approach of [2] the terms in the cross section (2) can
be written as a decomposition into Fourier harmonics

|TBH|2 =
e6

x2
By

2 (1 + ϵ2)
2
∆2P1(ϕ)P2(ϕ)

{
cBH
0 +

2∑
n=1

cBH
n cos(nϕ) + sBH

1 sin(ϕ)

}
, (16)

|TDVCS|2 =
e6

y2Q2

{
cDVCS
0 +

2∑
n=1

[
cDVCS
n cos(nϕ) + sDVCS

n sin(nϕ)
]}

, (17)

I =
±e6

xBy3∆2P1(ϕ)P2(ϕ)

{
cI0 +

3∑
n=1

[
cIn cos(nϕ) + sIn sin(nϕ)

]}
, (18)

where we only keep the first few harmonics. Higher harmonics are suppressed by factors of 1/Q, and correspond
to contributions from higher twist. The sign ambiguity in the interference term comes from the charge sign of the
lepton beam, + being for a negatively charged beam. The term 1/P1(ϕ)P2(ϕ) also has a ϕ dependence coming from
the lepton propagators, which makes the Fourier analysis of experimental data more complicated.
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Alternatively to this approach, we can calculate the cross section in terms of the helicity amplitudes, as outlined
in [4]. We write the total cross section as

σhΛ = Γ
∑
Λ′

γ ,Λ
′

(
T

hΛ′
γ

DV CS,ΛΛ′

)∗
T

hΛ′
γ

DV CS,ΛΛ′ = Γ
∑

Λ
(1)

γ∗ ,Λ
(2)

γ∗

L
Λ

(1)

γ∗ ,Λ
(2)

γ∗

h H
Λ

(1)

γ∗ ,Λ
(2)

γ∗

Λ , (19)

where h and Λ are the helicities of the incoming lepton and proton, respectively, L is the lepton tensor, and H is the
hadron tensor. The lepton tensor is written as

L
Λ

(1)

γ∗ Λ
(2)

γ∗

h =
∑

Λ
(1)

γ∗ ,Λ
(2)

γ∗

A
Λ

(1)

γ∗

h A
Λ

(2)

γ∗

h , (20)

where the lepton helicity amplitude is

A
Λγ∗

h =
1

Q2
u(k′, h)γµu(k, h)

(
ε
Λγ∗
µ (q)

)∗
. (21)

The hadron tensor is calculated as

H
Λ

(1)

γ∗ Λ
(2)

γ∗

Λ =
∑
Λ′

F
Λ

(1)

γ∗ Λ
(2)

γ∗

ΛΛ′ , (22)

where the hadron helicity amplitudes are defined as

F
Λ

(1)

γ∗ Λ
(2)

γ∗

ΛΛ′ =
∑
Λ′

γ

[
f
Λ

(1)

γ∗ ,Λ′
γ

Λ,Λ′

]∗
f
Λ

(2)

γ∗ ,Λ′
γ

Λ,Λ′ . (23)

The total cross section is then

d5σDV CS

dxBjdQ2d|t|dϕdϕS
= Γ |TDV CS |2

=
Γ

Q2(1− ϵ)

{
FUU,T + ϵFUU,L + ϵ cos 2ϕF cos 2ϕ

UU

+
√
ϵ(ϵ+ 1) cosϕF cosϕ

UU + (2h)
√

2ϵ(1− ϵ) sinϕF sinϕ
LU

+ (2Λ)
[√

ϵ(ϵ+ 1) sinϕF sinϕ
UL + ϵ sin 2ϕF sin 2ϕ

UL

+(2h)
(√

1− ϵ2FLL + 2
√
ϵ(1− ϵ) cosϕF cosϕ

LL

)]
+ (2ΛT )

[
sin (ϕ− ϕS)

(
F

sin(ϕ−ϕS)
UT,T + ϵF

sin(ϕ−ϕS)
UT,L

)
+ ϵ sin (ϕ+ ϕS)F

sin(ϕ+ϕS)
UT + ϵ sin (3ϕ− ϕS)F

sin(3ϕ−ϕS)
UT

+
√
2ϵ(1 + ϵ)

(
sinϕSF

sinϕS

UT + sin (2ϕ− ϕS)F
sin(2ϕ−ϕS)
UT

)]
+ (2h) (2ΛT )

[√
1− ϵ2 cos (ϕ− ϕS)F

cos(ϕ−ϕS)
LT

+
√
2ϵ(1− ϵ) cosϕSF

cosϕS

LT

+
√
2ϵ(1− ϵ) cos (2ϕ− ϕS)F

cos(2ϕ−ϕS)
LT

]}
.

(24)

The unpolarized DVCS amplitude can be written as

|TDVCS|2 =
2
(
2− 2y + y2

)
y2Q2 (2− xB)

2

[
4 (1− xB)

(
|H|2 + |H̃|2

)
−

(
x2
B + (2− xB)

2 ∆2

4M2

)
|E|2 (25)

− x2
B

(
HE∗ + EH∗ + H̃Ẽ∗ + ẼH̃∗

)
− x2

B

∆2

4M2
|Ẽ |2

]
, y =

Q2

xs
.

Let us illustrate how the LO hard coefficient arises, and what role the angle ϕ plays in the form of the cross
section. If we take a look at the hadronic part of the handbag diagram from Figure 4, specifically the s-channel on
the left, we can see that the amplitude will contain the structure

ε
Λγ∗
µ (q1)γ

µ 1

/k1 + /q1
γν

(
ε
Λγ′
ν (q2)

)∗
= γµ

/k1 + /q1
(k1 + q1)2

γνε
Λγ∗
µ (q1)

(
ε
Λγ′
ν (q2)

)∗
. (26)
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We have ignored the mass of the quark in the denominator. If we take a look at the denominator, we find

(k1 + q1)
2 = k21 + 2k1 · q1 + q21 ≈ 2k1 · q1 −Q2 = Q2

(
−1 +

2k1 · q1
Q2

)
. (27)

We have again ignored the mass of the quark by setting k2 = 0. By definition, the momentum of the struck parton
can be written as (x+ ξ)P/2, where P is the total nucleon momentum, as defined previously. If we write

q1 = q +
∆

2
, (28)

use the first relation in (11) and the fact that P ·∆ = 0, we have

Q2

(
−1 +

2k1 · q1
Q2

)
= Q2

(
−1 + (x+ ξ)

P · q
2Q2

)
= Q2

(
−1 + (x+ ξ)

1

2ξB

)
≈ Q2

2ξ
(x− ξ). (29)

In the numerator, we will disregard the contribution from /k since it is much smaller than q. If we look at the
coordinate frame from 2, we can see that the virtual photon is moving in the direction −ẑ. In terms of light-cone
coordinates, the momentum of the virtual photon is given as

qµ = (q+, q−, q⊥), q± =
q0 ± q3√

2
, q⊥ = 0. (30)

Since the photon has large virtuality, we can assume q0 ≈ −q3. This means that q+ ≈ 0. Therefore, the Dirac
structure in the numerator becomes

γµγ+γν = gµ+γν − gµνγ+ + gν+γµ + iϵσµ+νγ5γσ. (31)

Given that the outgoing photon is real, its polarization can only be transverse, so the index ν can only take on the
values 1 and 2, which we will write as i. In terms of the light-cone coordinates, this index lives in the transverse
space, so it is orthogonal to the indices ±. We therefore have

γµγ+γi = gµ+γi − gµiγ+ + gi+γµ + iϵσµ+iγ5γσ = gµ+γi − gµiγ+ + iϵσµ+iγ5γσ. (32)

It can be shown that the last term will correspond to axial GPDs, both at the twist-2 and twist-3 level, the first term
to twist-3 contributions, and the second term to twist-2. Due to the term gµi, at the twist-2 level the polarization of
the virtual photon has to be transverse, whereas twist-3 will involve a longitudinally polarized virtual photon.

Since we are looking at the hadronic part of the process, which happens in the so-called hadronic plane, we will
write the polarization of the virtual photon as

ε±1(q)µ =
e±iϕ

√
2
(0,∓1, i, 0), ε0(q)µ =

1

Q
(q0, 0, 0, |q|). (33)

The hadronic part of the cross section is calculated as∑
Λ

(1)

γ∗ Λ
(2)

γ∗ Λ′
γΛ

′

[
f
Λ

(1)

γ∗ ,Λ′
γ

Λ,Λ′

]∗
f
Λ

(2)

γ′ ,Λ′
γ

Λ,Λ′ , (34)

where we sum over the polarizations of the outgoing photon and nucleon, since this is how most observables for
DVCS are measured. Since the polarization of the virtual photon is not measured, it can in principle differ between

the amplitude and its conjugate. We can therefore have combinations where Λ
(1)
γ∗ = Λ

(2)
γ∗ = i, which will not incur a

phase dependence, since we will have εa(εa)∗. If we have Λ
(1)
γ∗ = 0 and Λ

(2)
γ∗ = i, we will have a factor of e±iϕ. We

know that a longitudinal virtual photon corresponds to twist-3. If we have Λ
(1)
γ∗ = ±1 and Λ

(2)
γ∗ = ∓1, then we have a

factor e±i2ϕ. This case corresponds to the gluon transversity GPDs, which describe a helicity flip by two units. They

are techically twist-2, but are suppressed by αS since they involve gluons. The case Λ
(1)
γ∗ = Λ

(2)
γ∗ = 0 corresponds to

twist 4. This is a quick and dirty way to illustrate how twist expansion corresponds to expansion in terms of sin(nϕ)
and cos(nϕ) functions.

2.2 Deeply virtual meson production

Deeply virtual meson production (DVMP) is another hard exclusive process that gives access to GPDs, and it is
symbolically written as

ℓ(k1) +N(P1) → ℓ(k2) +N ′(P2) +M(q2). (35)
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In the final state we now have a meson instead of a photon like in DVCS, and depending on the meson, the final
state hadron does not have to be the same as the initial hadron. The process is depicted in Figure 5 below.
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Figure 5: Deeply virtual meson production.

We again rely on factorization, which was proven for light pseudoscalar mesons and longitudinally polarized vector
mesons in [5]. At LO, many channels have been studied [6, 7, 8, 9, 10, 11, 12, 13]. Some of these studies have been
extended to NLO accuracy [14, 15, 16, 17, 18].

At leading order, we observe two types of diagrams, depicted in Figure 6 below.
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VL

a) quark subprocess b) gluon subprocess

Figure 6: Deeply virtual meson production at leading order of perturbation theory.

Note that at LO DVMP has one less QED vertex in comparison to DVCS, because there is no final-state photon.
The DVMP cross section is therefore larger than the DVCS cross section. Also, gluons enter DVMP at leading order,
but for DVCS they appear in next-to-leading order corrections. In the case of the quark subprocess, we need a gluon
in order to bind a quark and antiquark into the final meson state. This diagram can be observed in two ways. We
can look at it as a quark emitted from the nucleon, which absorbs the virtual photon and emits a gluon, which then
breaks up into a quark and antiquark. This quark is absorbed into the nucleon, and the original quark binds to the
antiquark emitted from the gluon into the final-state meson. Alternatively, a quark-antiquark pair are emitted from
the nucleon, they absorb the virtual photon and bind into the final-state meson by exchanging a gluon. Both of these
processes can also be produced in the u-channel.

Since we only have one QED vertex, the amplitude is described by the transition amplitude

Aµ =

∫
d4ze−iq1z ⟨q2P2 |jµ(z)|P1⟩ , (36)
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which we use to calculate the cross section. This time the cross section, which is

d2σγ∗
L 7−→MN ′

d∆2 dϕ
=

αemx
2
By

2

32πQ2
√
1 + ϵ2

1

1− y

∣∣T DVMP
∣∣2 , (37)

with ∣∣T VL
∣∣2 = 16

1− y

y2 (2− xB)
2

[
4 (1− xB) |H|2 − x2

B (HE∗ + EH∗)−
(
x2
B + (2− xB)

2 ∆2

4M2

)
|E|2

]
, (38)

∣∣T PS
∣∣2 = 16

1− y

y2 (2− xB)
2

[
4 (1− xB) |H̃|2 − x2

B

(
H̃Ẽ∗ + ẼH̃∗

)
− x2

B

∆2

4M2
|Ẽ |2

]
(39)

is given in terms of transition form factors (TFFs). Symbolically, we can write them as

FA
(
ξ,∆2, Q2

)
=

fCF

QNc

∫ 1

−1

dx

2ξ

∫ 1

0

dvφ(v)AT

(
x, v, ξ

∣∣αs (µR) ,
Q2

µ2
F

,
Q2

µ2
φ

,
Q2

µ2
R

)
FA

(
x, ξ,∆2, µ2

F

)
. (40)

TFFs are factorized into three parts, one being the standard hard-scale amplitude T , another being the soft-
scale GPDs F , and the last one being the soft-scale distribution amplitude (DA) ϕ(v). The distribution amplitude
describes the transition from vacuum to the final-state meson. The variable v is now the fraction of the longitudinal
momentum of the meson. The distribution amplitude represents another soft-scale component of the process which
we cannot access from first principles.

Due to an intricate flavor structure of the final-state mesons, we can access several flavor combinations of GPDs
through various DVMP measurements. We expect these GPDs to be universal for all DVCS and DVMP variations,
as well as other processes that probe GPDs (or more precisely, their convolutions).

2.3 Other processes

Other exclusive processes that probe GPDs are for example time-like Compton scattering (TCS) [19], double DVCS
(DDVCS) [20, 21, 22], and processes that have four or more particles in the final state, such as a photon and a meson,
or two mesons alongside the nucleon and lepton. In TCS the incoming photon is real, and the outgoing photon is
virtual. This process has a similar hard-scale amplitude as DVCS and its analysis could also offer a test for GPD
universality. In DDVCS both the incoming and outgoing photons are virtual, so DVCS and TCS are limiting cases
of this process. Aside from accessing different GPDs, these processes also offer access to different kinematic regions.
Specifically, DDVCS offers access to GPDs outside the crossover line. These processes are depicted in Figure 7 below.
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a) TCS b) DDVCS

Figure 7: TCS and DDVCS.

3 Dispersion relations

Dispersion relations come from analyticity and causality considerations of Compton form factors and they relate
their real and imaginary part [23, 24]. We give an example for the CFF H

ReH
(
ξ, t,Q2

)
=

1

π
P.V.

∫ 1

0

dξ′ImH
(
ξ′, t, Q2

)( 1

ξ − ξ′
− 1

ξ + ξ′

)
+∆H

(
t, Q2

)
, (41)

where ∆H(t, Q2) is a subtraction constant that does not depend on the skewness. Expression (41) is formally a
dispersion relation with one subtraction, referring to the subtraction constant ∆, which does not depend on the
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skewness. This subtraction constant is necessary to cancel out divergences at the point ξ = 0 and x = 0 that occur
in CFFs. It is worth noting that the integral over ξ′ goes from 0 to 1, but skewness is bounded by

|ξ| ≤
√
−t√

−t+ 4M2
, (42)

and for most experimental setups this means that the integral (41) will go out of the physical domain where CFFs
are defined. Therefore, analytic continuation is necessary in order to extract knowledge on the subtraction constant.

Dispersion relations belong in the same realm of scattering theory as Regge theory, where various analyticity and
causality properties, asymptotic behavior, poles and cuts are used in order to study scattering amplitudes and draw
conclusions on their functional form, without ever getting into the underlying non-perturbative functions. A lot of
state-of-the-art analysis of CFFs is done using machine learning.

4 Observables

Using the experimental data for the differential cross section, total cross section and various asymmetries for proton
and neutron DVCS, we access the twist-two Compton form factors, H, E , H̃, Ẽ . The asymmetries are generally
denoted as ABC, where the first letter denotes the polarization of the beam, and the second the polarization of the
target, and they can have values U for unpolarized, L for longitudinally polarized and T for transversally polarized.

One of these observables is the beam spin asymmetry, denoted BSA or ALU, where the beam is longitudinally
polarized, and the target is unpolarized. It is defined as

ALU(ϕ) =
dσ↑(ϕ)− dσ↓(ϕ)

dσ↑(ϕ) + dσ↓(ϕ)

∝ Im

{
F1H+ ξ (F1 + F2) H̃ − ∆2

4M2
F2E

}
sin(ϕ). (43)

Here σ↑ denotes the cross section where the beam is polarized in the direction of the flow of leptons, and σ↓

denotes the cross section where the beam is polarized in the opposite direction to the flow of leptons. For typical
kinematics the first sine harmonic is dominant, so we usually perform a Fourier transform and just observe the
amplitude of the BSA. This quantity is particularly sensitive to the imaginary part of the CFF H.

Another set of data that is used is for longitudinal target spin asymmetry, denoted as TSA or AUL, which is given
as

AUL(ϕ) =
dσ⇒(ϕ)− dσ⇐(ϕ)

dσ⇒(ϕ) + dσ⇐(ϕ)

∝ Im

[
F1H̃+ ξ (F1 + F2)

(
H+

xB

2
E
)
− ξ

(
xB

2
F1 +

t

4M2
F2

)
Ẽ
]
sin(ϕ), (44)

where σ⇒ denotes the cross section where the target is polarized in the direction of the flow of leptons, and σ⇐

denotes the cross section where the target is polarized in the opposite direction to the flow of leptons. This quantity
is sensitive to the imaginary parts of H and H̃.

The double spin asymmetry, denoted as BTSA or ALL, which is given as

ALL(ϕ) =
dσ↑⇑(ϕ)− dσ↓⇑(ϕ)− dσ↑⇓(ϕ) + dσ↓⇓(ϕ)

dσ↑⇑(ϕ) + dσ↓⇑(ϕ) + dσ↑⇓(ϕ) + dσ↓⇓(ϕ)

∝ Re

[
F1H̃+ ξ (F1 + F2)

(
H+

xB

2
E
)
− ξ

(
xB

2
F1 +

t

4M2
F2

)
Ẽ
]
cosϕ+BH, (45)

is also used in the analysis. Here the arrow ↑ denotes that the spin of the leptons is polarized in the direction of
the beam, and ↓ means that it is polarized in the opposite direction. The same is valid for the spin of the target,
denoted with the double arrow. This quantity is sensitive to the Bethe-Heitler and interference contributions, but at
certain kinematics it can be sensitive to real parts of H and H̃.

The unpolarized beam-charge asymmetry, or AC, is given as

AC =
σ+
UU − σ−

UU

σ+
UU + σ−

UU

∝ Re

[
F1H+ ξ (F1 + F2) H̃ − ∆2

4M2
F2E

]
cos(nϕ), n ∈ {0, 1}. (46)
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Here σ+
UU denotes the 4-fold unpolarized cross section with a positron beam, and σ+

UU denotes the 4-fold unpolarized
cross section with an electron beam. We can see that this asymmetry probes the same combination of CFFs as the
beam-spin asymmetry, but in this instance it is the real component.

Other quantities that were used in our analysis are the beam spin sum BSS, which is unpolarized, and the beam
spin difference BSD, which is helicity-dependent. They are given as

d4σ =
1

2

[
d4σ(λ = +1)

dQ2dxBdtdϕ
+

d4σ(λ = −1)

dQ2dxBdtdϕ

]
,

∆4σ =
1

2

[
d4σ(λ = +1)

dQ2dxBdtdϕ
− d4σ(λ = −1)

dQ2dxBdtdϕ

]
.

The helicity-independent cross section depends mostly on the real part of the same coefficient as the BSA, and the
helicity-dependent cross section depends mostly on the imaginary part of that coefficient.

For a set of kinematic variables given in Table 1 below, we can obtain the contributions of CFFs to various
observables, given in Table 2.

Experiment
Kinematics

xB Q2
[
GeV2

]
t
[
GeV2

]
HERMES 0.09 2.50 -0.12

CLAS 0.19 1.25 -0.19

HALL A 0.36 2.30 -0.23

HERA 0.001 8.00 -0.30

Table 1: Typical kinematics used for experiments. Taken from [25].

Experiment Observable Normalized CFF dependence

HERMES

Acos 0ϕ
C ReH+ 0.06ReE + 0.24ReH̃

Acosϕ
C ReH+ 0.05ReE + 0.15ReH̃

Asinϕ
LU,I ImH+ 0.05ImE + 0.12ImH̃

A+,sinϕ
UL ImH̃+ 0.10ImH+ 0.01ImE

A+,sin 2ϕ
UL ImH̃ − 0.97ImH+ 0.49ImE − 0.03ImẼ

A+,cos 0ϕ
LL 1 + 0.05ReH̃+ 0.01ReH

A+,cosϕ
LL 1 + 0.79ReH̃+ 0.11ImH

A
sin(ϕ−ϕS)
UT,DVCS ImHReE − ImEReH

A
sin(ϕ−ϕS) cosϕ
UT,I ImH− 0.56ImE − 0.12ImH̃

CLAS

A−,sinϕ
LU ImH+ 0.06ImE + 0.21ImH̃

A−,sinϕ
UL ImH̃+ 0.12ImH+ 0.04ImE

A−,sin 2ϕ
UL ImH̃ − 0.79ImH+ 0.30ImE − 0.05ImẼ

HALL A

∆σsinϕ ImH+ 0.07ImE + 0.47ImH̃

σcos 0ϕ 1 + 0.05ReH+ 0.007HH∗

σcosϕ 1 + 0.12ReH+ 0.05ReH̃

HERA σDVCS HH∗ + 0.09EE∗ + H̃H̃∗

Table 2: Dependence of observables on CFFs, normalized to the highest coefficient. The coefficients are evaluated at
the kinematics from Table 1. Coefficients smaller than 1% are not kept, except for the Hall A cross section. Taken
from [25].
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5 Conformal partial wave expansion

In this work we approach GPD modeling in the space of conformal moments, and the goal of this section is to derive
a representation of GPDs in the conformal space. Analogous steps were taken in modeling PDFs, where an expansion
in terms of Mellin moments was used

fq
j =

∫ 1

−1

dxxjfq(x), fG
j =

∫ 1

−1

dxxj−1fG(x). (47)

The inverse Mellin transform reads

fq(x) =
1

2πi

∫ c+i∞

c−i∞
djx−j−1fq

j , fG(x) =
1

2πi

∫ c+i∞

c−i∞
djx−jfG

j , (48)

where the integration contour is chosen to lie to the right of all singularities of the PDF moments.
For details refer to [26] and references therein.

5.1 Generalized parton distributions

The goal of this section is to find the conformal moments of GPDs and to calculate the inverse transformation in
order to recover GPDs in the x space. We follow the derivation in [27].

The conformal moments of quark and gluons are given by

F q
n

(
ξ,∆2

)
=

∫ 1

−1

dxc3/2n (x, ξ)F q
(
x, ξ,∆2

)
, (49)

FG
n

(
ξ,∆2

)
=

∫ 1

−1

dxc
5/2
n−1(x, ξ)F

G
(
x, ξ,∆2

)
, (50)

where the coefficients cλn contain Gegenbauer polynomials and normalization factors which recover the Mellin moments
of PDFs in the forward limit. The coefficients for quarks and gluons are given as

c3/2n (x, ξ) = ξn
Γ (3/2) Γ(n+ 1)

2nΓ (n+ 3/2)
C3/2

n

(
x

ξ

)
, (51)

c
5/2
n−1(x, ξ) = ξn−1Γ (3/2) Γ(n+ 1)

2nΓ (n+ 3/2)

3

n
C

5/2
n−1

(
x

ξ

)
, (52)

which we combine into a single expression

cλn(x, ξ) = ξn
Γ(λ)Γ(n+ 1)

2nΓ(n+ λ)
Cλ

n

(
x

ξ

)
, lim

ξ→0
cλn(x, ξ) = xn. (53)

To study quarks and gluons simultaneously, we utilize the notation

FA
n

(
ξ,∆2

)
=

∫ 1

−1

dxcλn(x, ξ)F
A
(
x, ξ,∆2

)
, (54)

where A ∈ {q,G} and λ ∈ {3/2, 5/2}.
In order to reconstruct GPDs from their conformal moments, we use the fact that the Gegenbauer polynomials

are orthogonal in the central region [−ξ, ξ] with the weight function (1 − x2)λ−1/2. We introduce polynomials pλn,
which contain the weight and normalization, in order to define the orthogonality relation∫ ξ

−ξ

dxcλn(x, ξ)p
λ
m(x, ξ) = (−1)nδmn, (55)

where the polynomials explicitly read

pλn(x, ξ) =
1

ξn+1

2n−2λΓ(n+ λ)

Γ(λ)Γ(n+ 1)

1

Nλ
k

Cλ
n

(
−x

ξ

)[
1−

(
x

ξ

)2
]λ− 1

2

. (56)

The definition of these polynomials allows us to expand GPDs in terms of Gegenbauer polynomials as

FA
(
x, ξ,∆2

)
=

∞∑
n=0

(−1)npλn(x, ξ)F
A
n

(
ξ,∆2

)
. (57)
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Note that this expansion is defined in the central region only, which means that it diverges for |ξ| < 1 when n → ∞
due to the factor ξ−n−1. This means that terms for high n can have a high contribution to the GPD and the
series cannot be truncated. The issue is solved by performing a Sommerfeld-Watson transformation, which replaces
the infinite sum with a contour integral in the complex plane that includes the positive real axis. We consider the
unphysical region ξ > 1 and replace the integer indices n with the continuous complex variable j, which yields

FA
(
x, ξ,∆2

)
=

1

2i

∮ (∞)

(0)

dj
1

sin(πj)
pλj (x, ξ)F

A
j

(
ξ,∆2

)
. (58)

Using Cauchy’s residue theorem and the fact that the function 1/ sin(πj) has poles at j ∈ N0 with residues (−1)j/π,
we can easily show that (58) coincides with (57) if there are no other singularities inside the contour of the integral.
The task now lies in finding the appropriate analytic continuation of the functions pλj and fA

j in order to obtain the
resummation in the unphysical region as well.

The polynomials pj can be written using the Schläfli integral

pλj (x, ξ) = (−1)λ−
1
2

Γ(j + λ+ 1)

Γ (1/2) Γ (j + λ+ 1/2)
· 1

2πi

∮ (1−ϵ)

(−1+ϵ)

du

(
u2 − 1

)j+λ− 1
2

(x+ uξ)j+1
, (59)

where the integration contour is a unit circle with points ±1 included. The previous equation can be solved in terms
of the hypergeometric function 2F1 as

pλj (x, ξ) = θ(ξ − |x|)ξ−j−1Pλ
j

(
x

ξ

)
+ θ(x− ξ)ξ−j−1Qλ

j

(
x

ξ

)
, (60)

where

Pλ
j (y) =

2j+λ−1/2Γ(j + λ+ 1)

Γ (1/2) Γ(j + 1)Γ (λ+ 1/2)
(1 + y)λ−1/2

2F1

(
−j − λ+ 1/2 j + λ+ 1/2

λ+ 1/2

∣∣∣∣1 + y

2

)
, (61)

Qλ
j (y) = − sin(πj)

π
y−j−1

2F1

(
(j + 1)/2 (j + 2)/2

j + λ+ 1

∣∣∣∣ 1y2
)
. (62)

On the crossover line these polynomials reduce to

pλj (x, ξ = x) = (−1)λ+1/22j+2λ−1x−j−1Γ (λ− 1/2) Γ(j + λ+ 1)

Γ (1/2) Γ(j + 2λ)

sin [π (j + λ− 1/2)]

π
, (63)

and for zero skewness to

pλj (x, ξ = 0) = (−1)λ+1/2x−j−1 sin [π (j + λ− 1/2)]

π
. (64)

Up to a few prefactors, this is the integral kernel for the inverse Mellin moments, which should be the case because
in the forward limit we need to recover PDFs.

The general Mellin-Barnes representation of GPDs is given as

F q
(
x, ξ,∆2

)
=

1

2πi

∫ c+i∞

c−i∞
dj

p
3/2
j (x, ξ)

sin(πj)
F q
j

(
ξ,∆2

)
, (65)

FG
(
x, ξ,∆2

)
=

1

2πi

∫ c+i∞

c−i∞
dj

p
5/2
j−1(x, ξ)

sin(πj)
FG
j

(
ξ,∆2

)
, (66)

where the polynomials are given in (60).
We have managed to reconstruct the GPDs in the x-space from conformal moments using analytic continuation.

The study of GPDs in the conformal space can be useful because the evolution is simpler, it is multiplicative as
opposed to it being a convolution, which is numerically easier to treat.

6 Mellin-Barnes representation of scattering amplitudes

In this section we study the scattering amplitudes of DVCS and DVMP, which contain convolutions of GPDs with
the corresponding hard scattering part of the amplitude. The Mellin-Barnes representation of GPDs can be used
to directly calculate CFFs and TFFs without having to first obtain GPDs in the x-space. As a primer, we observe
structure functions which are also written as convolutions of PDFs and the hard scattering part of the amplitude in
the forward limit.
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6.1 Compton form factors

Compton form factors appear in the DVCS amplitude and due to the factorization theorem, can be written as a
convolution of the hard and soft scattering parts. The soft parts are GPDs, and in this chapter we use their Mellin-
Barnes representation in order to expand the CFFs in conformal partial waves. The uniqueness of the analytic
continuation n → j is guaranteed by Carlson’s theorem [28].

We start with the quark CFFs at LO

Fq
(
ξ,∆2, Q2

)
=

∫ 1

−1

dx

[
1

ξ − x− iϵ
∓ 1

ξ + x− iϵ

]
F q

(
x, ξ,∆2, Q2

)
, (67)

where the minus sign corresponds to the vector CFFs, and the plus sign corresponds to axial-vector CFFs. Writing
the GPDs in terms of quark and antiquark distributions and using the Mellin-Barnes representation, we can integrate
out the x dependence and write [27]

Fq
(
ξ,∆2, Q2

)
=

1

2i

∫ c+i∞

c−i∞
djξ−j−1 2

j+1Γ (j + 5/2)

Γ (3/2) Γ(j + 3)

[
i±

{
tan
cot

}(
πj

2

)]
F q
j

(
ξ,∆2, Q2

)
. (68)

This can easily be expanded to include higher orders in perturbation theory, so we can write

Fq
(
ξ,∆2, Q2

)
=

1

2i

∫ c+i∞

c−i∞
djξ−j−1 2

j+1Γ (j + 5/2)

Γ (3/2) Γ(j + 3)

[
i±

{
tan
cot

}(
πj

2

)]
qcIjF

q
j

(
ξ,∆2, Q2

)
. (69)

We adopt the convention for expansion of the hard-scattering coefficients in terms of the strong coupling constant

qcIj

(
αs (µR) ,

Q2

µ2
F

)
= qc

I(0)
j +

α2
s (µR)

2π
qc

I(1)
j

(
αs (µR) ,

Q2

µ2
F

)
+O

(
α4
s

)
. (70)

6.2 Transition form factors

We now apply the same procedure for the Mellin-Barnes representation of transition form factors, which appear in the
cross section of DVMP. Here we have an additional complication because of the presence of distribution amplitudes.
We have shown the expansion of DAs and GPDs in terms of conformal moments, so we write the TFFs as an infinite
sum over the conformal moments

Fq(±)
(
ξ,∆2, Q2

)
=

fCF

QNc

∞∑
n,k=0

ξ−n−1φk

(
µ2
φ

)
qT I

nk

(
Q2

µ2
F

,
Q2

µ2
φ

,
Q2

µ2
R

)
F q(±)

n

(
ξ,∆2, µ2

F

)
, (71)

FG
(
ξ,∆2, Q2

)
=

f

QNc

∞∑
n,k=0

ξ−n−1φk

(
µ2
φ

)
GT I

nk

(
Q2

µ2
F

,
Q2

µ2
φ

,
Q2

µ2
R

)
FG
n

(
ξ,∆2, µ2

F

)
. (72)

Note that we now have a dependence on the factorization scale of the DA, so we denote the factorization scales for
GPDs (µF) and DAs (µϕ) differently.

In the case of TFFs, as opposed to CFFs, we have an addition of DAs and their evolution. By expanding the DA
in terms of conformal moments, often only a finite number of effective conformal moments is taken into consideration,
so at LO in evolution we have a finite sum. At NLO, there is a mixing between DA moments, which introduces
another infinite sum. Since higher conformal moments are suppressed, this sum is in practice truncated. In practice
one often takes the inital scales of GPDs and DAs to be the same, i.e. µ0 = µ′

0.
The TFFs can be written as

FA
(
ξ,∆2, Q2

)
=

fCF

QNc

1

2i

∫
c

djξ−j−1

[
i±

{
tan
cot

}(
πj

2

)]
φk

(
µ2
0

) k
⊕

even
T

I

jk

(
Q2, µ2

0

)
FA
j

(
ξ,∆2, µ2

0

)
, (73)

where
k
⊕ denotes the summation over the index k, and the factor coming from the color structure is

CF =
N2

c − 1

2Nc
. (74)

It is worth noting that the expressions for CFFs and TFFs derived in this chapter incorporate the dispersion
relation (41) without the subtraction constant.
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7 Modeling GPDs

In this chapter we will present our approach to modeling GPDs in the conformal space, which will be utilized in
simultaneous global fits to DIS, DVCS and DVMP at low x. Much of our assumptions will rely on conclusions drawn
from Regge theory and studies performed on PDFs.

We have seen that GPDs depend on three variables, which we choose to be x, ξ and t. When we expand the
x-space GPDs in the conformal space, the GPD conformal moments depend on ξ and t. We adopt the approach
where the skewness dependence is expanded via t-channel SO(3) partial waves, meaning that our GPDs have a double
partial wave (PW) expansion. Formally we have

F a
j (ξ, t) =

j+1∑
J=Jmin
even

F a
j,J(t)ξ

j+1−J d̂Jα,β(ξ), J = j + 1, j − 1, j − 3, . . . , a ∈ {q,G}, (75)

where J is the angular momentum in the t-channel, and d̂Jα,β(ξ) are the crossed version of Wigner’s reduced rotation
matrices. The reason we call this a t-channel expansion is that it comes about naturally in the process which is the
crossed process of DVCS. If we write DVCS symbolically as a virtual photon scattering off a hadron in the s-channel

γ∗(q) + h(p) → γ (q′) + h (p′) , (76)

its t-channel counterpart is the process

γ∗(q) + γ (−q′) → h (p′) + h̄(−p). (77)

Here the scattering amplitude is given by meson GPDs, which can be expanded into irreducible SO(3) representations
labeled by the orbital angular momentum quantum number. By crossing this expansion back onto DVCS, we need
to introduce the substitution

cos θt → −1

ξ
+O

(
1/Q2

)
, (78)

where θt is the t-channel center-of-mass scattering angle. We can therefore describe a process in the s−channel by
an exchange in the t-channel.

The partial wave amplitude Fj,j+1 is the Mellin moment of the zero-skewness GPD, and the subleading amplitudes,
with J smaller than j + 1, are suppressed by the factor ξj+1−J . By considering helicities and spins of the involved
particles, one can conclude that two Wigner matrices contribute to the expansion (75), d̂J0,0 and d̂J0,1, which are
given in terms of the Gegenbauer polynomials with indices 1/2 and 3/2, respectively. Equivalently, they can also be
expressed in terms of the hypergeometric function 2F1

d̂J0,0(ξ) =
Γ (1/2) Γ(J + 1)

2JΓ (J + 1/2)
ξJC

1/2
J

(
1

ξ

)
=

Γ (1/2) Γ(J + 1)

2JΓ (J + 1/2)
ξJ2F1

(
−J J + 1

1

∣∣∣∣ξ − 1

2ξ

)
, (79)

d̂J0,1(ξ) =
Γ (1/2) Γ(J)

2JΓ (J + 1/2)
ξJ−1C

3/2
J−1

(
1

ξ

)
=

Γ (3/2) Γ(J + 1)

2JΓ (J + 1/2)
ξJ−1

2F1

(
−J + 1 J + 2

2

∣∣∣∣ξ − 1

2ξ

)
. (80)

We can find a basis where the amplitudes do not mix, which are linear combinations of GPDs Hj and Ej . The
t-channel helicity conserving, or ”electric” combination [29]

Ha
j +

t

4M2
Ea

j , a ∈ {q,G} (81)

is given in terms of d̂J0,0, and the t-channel helicity flip, or ”magnetic” combination

Ha
j + Ea

j , a ∈ {q,G} (82)

is given in terms of d̂J0,1.
For more details see [30, 31] and references therein. It was shown in [30] that for the kinematics we are interested

in, roughly ξ ≤ 0.3, which corresponds to x ≤ 0.46, we can approximate the coefficients in the expansion (75) as

d̂Jα,β(ξ) ≈ 1. (83)

In the forward limit ξ = 0, the leading amplitude in the PW expansion should reduce to the Mellin moment of
the corresponding PDF

F a
j,j+1(0) = fa

j =

∫ 1

0

dxxjfa(x). (84)
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This prompts us to use the known PDF ansatz to model the leading amplitude in the PW expansion. But in
this approach we do not use state-of-the-art results for PDFs obtained from experiment, since current methods
for modeling PDFs are more sophisticated than our approach and could lead to inconsistencies. Instead, we use a
well-known ansatz for PDFs

fa(x) =
Na

B (2− αa
0 , β

a + 1)
x−αa

0 (1− x)β
a

, (85)

which in the conformal space corresponds to

fa
j = Na

B (1− αa
0 + j, βa + 1)

B (2− αa
0 , β

a + 1)
. (86)

The 1− x part of the PDF describes its high x behavior, which we cannot access in our analysis. We therefore rely
on counting rules to fix βsea = 8 and βG = 6. In (85) and (86) the normalization is chosen so that Na corresponds
to the average longitudinal momentum fraction of parton a. All of these factors need to sum up to 1, i.e.

Nsea +Nval +NG = 1. (87)

In order to introduce the t dependence, which factorizes from the x dependence at low x [32], we take note from
Regge phenomenology to complete the Regge trajectory

αa
0 → αa(t) = αa

0 + α′at. (88)

We use this trajectory to decorate the forward GPDs with a factor

1

1− t

(ma
j )

2

, (ma
j )

2 =
1 + j − αa

0

α′a . (89)

Regge theory tells us that at high energies the scattering amplitude behaves as Γ(−α(t))sα(t), where α(t) is a
trajectory in the complex j space which contains all particles in the t-channel exchange, and for each of these
particles α(t) = j + 1, where j is a non-negative integer. The exchange of these particles induces poles in the
amplitude and these poles are here modeled as a monopole factor (89). We then add a residual t-dependence in the
form of a dipole impact factor

β(t) =

(
1− t

m2
a

)−2

, (90)

where we ignore all j dependence of the mass parameter m2
a since this dependence cannot be discerned at low x.

The final GPD form is therefore

F a
j,j+1(t) ≡ fa

j (t) = fa
j

1 + j − αa
0

1 + j − αa
0 − α′at

(
1− t

m2
a

)−2

, (91)

with fa
j given in (86). Another possibility for the residual t-dependence is an exponential function

β(t) = eBt, (92)

but it is unlikely that such a t-dependence would come about naturally from a field theoretical standpoint. However,
for low values of x both of the residual functions similarly reproduce data.

Using previous analyses, it was shown that the data we will be working with does not distinguish between the t
dependencies of the different partial waves, and that the description works sufficiently well by truncating (75) after
the second subleading PW [33]. Our full model is therefore

F a
j (ξ, t) =

(
1 + sa2ξ

2 + sa4ξ
4
)
fa
j (t), (93)

where the parameters s2 and s4 are determined in fits. In the Mellin-Barnes representation we can shift the terms
in the subleading partial waves by j → j − 2 and j → j − 4 so that we can write the CFFs/TFFs as

F =
1

2i

∫ c+i∞

c−i∞
djξ−j−1

[
i+ tan

(
πj

2

)] [
T

I

j + s2T
I

j+2 + s4T
I

j+4

]
Fj . (94)

In the former expression the subtraction constant is set to zero, since for such a small range of kinematic variable
values we cannot extract its form.

In order to control the convergence of the integrand and simplify numerical integration, the integration contour
can be deformed by introducing

j = c+ yeiϕ, (95)
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where y is now the integration variable. We do this in order to dampen the integrand for large values of y due to the
factor x−y exp(iϕ), which can be accomplished by choosing ϕ > π/2. The original contour is recovered for ϕ = π/2.
The deformed contour is represented in figure 8 below.

Rej

Imj

⊗ ⊗ ⊗ ⊗
ϕ

Figure 8: Deformed integral contour of the Mellin-Barnes integral.

The choice of ϕ and c should not change the final result, but care must be taken to avoid any poles coming from
GPD moments or the evolution operator, which are depicted in Figure 8 with ⊗ symbols.

Finally, the Schwarz reflection principle can be used to integrate only over one of the legs in the deformed contour

FA
(
ξ,∆2,Q2

)
=Imeiϕ

∫ ∞

0

dyξ−j−1 tan

(
πj

2

)
Cj

(
Q2/µ2, αs(µ)

)
FA

j

(
ξ,∆2, µ2

)
+ iImeiϕ

∫ ∞

0

dyξ−j−1Cj

(
Q2/µ2, αs(µ)

)
FA

j

(
ξ,∆2, µ2

)∣∣∣∣
j=c+yeiϕ

.

(96)

This model was used to simultaneously fit DIS, DVCS and DVMP HERA data, which is low-x and high Q2 data
consisting of unpolarized cross section without the lepton part, and the structure function F2 in case of DIS. Results
are published in [34].

All of this theory is implemented in a software called Gepard, which is available to download as a Python package,
and the tutorial is available at: https://gepard.phy.hr/index.html.

7.1 Hybrid models

Since JLab data is not measured at low x and high Q2 like HERA data, we cannot make the same approximations
as in the previous chapter. Specifically, in this study we cannot ignore the valence quark sector, nor the presence of
CFFs other than H. The model presented in this section was detailed in [33, 35, 36], and is denoted as KM in most
instances.

Given that our computer codes do not have the valence sector implemented in the conformal space, the model is
a hybrid one. The valence sector is modeled in the x-space on the crossover line x = η

Hval
q (x, x, t) =

nqrq
1 + x

(
2x

1 + x

)−αv(t) (1− x

1 + x

)bq 1

1− 1− x

1 + x

t

M2
q

, q = u, d. (97)

This model is based on the same arguments made for the conformal moments of GPDs. Now the Regge trajectory
is not a parameter, but is given by the Reggeon exchange

αv(t) = 0.43 + 0.85t/GeV2. (98)

The parameter nq is the normalization known from PDF studies, and rq parametrizes the skewness ratio

ra
(
Q2

)
=

Ha
(
x, ξ = x, t = 0, Q2

)
Ha (x, ξ = 0, t = 0, Q2)

. (99)
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We argued the use of conformal moments in our description of GPDs due to easier implementation of evolution.
Given the difficulties, we do not implement QCD evolution in the valence sector, and we also remain at the LO level,
where the imaginary part of the valence CFF H is given simply as

ImHval(ξ, t) = π
∑
q=u,d

Q2
q

[
Hval

q (ξ, ξ, t)−Hval
q (−ξ, ξ, t)

]
. (100)

For the analysis of proton data, a simple model was used F val
u = 2F val

d .
This model also includes dispersion relations, where we cannot ignore the subtraction constant. We model it

separately as

∆F (t) =
C(

1− t

M2
C

)2 , (101)

also ignoring its dependence on Q2. The implementation of dispersion relations allows us to model only the imaginary
parts of CFFs and one subtraction constant, since ∆H = −∆E and ∆H̃ = ∆Ẽ = 0. In principle, this reduces the
number of functions to model from 8 to 5, and the subtraction constant depends only on one kinematic variable.
The free parameters of this sector are therefore rq, bq, Mq, C and MC .

The sea quark and gluon GPDs are modeled in the conformal space as explained before, also at LO to match the
valence sector, with the QCD evolution implemented.

By observing Table 2, we can see that the influence of CFFs E and Ẽ is kinematically suppressed in most proton
DVCS observables, therefore in our models we set ImE and ImẼ to zero. This is not to say that these CFF components
are small, but rather that they are not accessible from the data we are observing. The real component of the CFF E
is given by the subtraction constant −∆H, but the CFF Ẽ has an additional contribution from the pion pole, which
yields a real contribution. This phenomenon occurs due to an exchange of a virtual pion inside the nucleon, which
decays into the qq pair probed by the photon in the ERBL region. For small |t|, the pion is only weakly off-shell,
and for t = m2

π we have an exchange of an on-shell particle, which results in a pole contribution because the pion
propagator diverges. The pion pole contribution is equal to [37]

ReẼ =
1

ξ

2gAM
2rπ

m2
π − t

1(
1− t

M2
π

)2 . (102)

Here gA ≈ 1.26 is the axial charge of the nucleon, M is the nucleon mass, mπ is the mass of the pion expressed in
GeV, and Mπ is a free parameter. In the case of the neutron, this contribution has an opposite sign. This model
therefore parametrizes 3 CFF components and one subtraction constant.
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[34] Marija Čuić, Goran Duplančić, Krešimir Kumerički, and Kornelija Passek-K. NLO corrections to the deeply
virtual meson production revisited: impact on the extraction of generalized parton distributions. JHEP, 12:192,
2023.
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