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Global QCD analysis of 
quantum correlation functions 

http://www.jlab.org/jam

— JAM Collaboration—

http://www.jlab.org/jam


Research scope
reconstruct quantum correlation functions (PDFs, FFs, TMDs, GPDs) from 
experiment to map out quark & gluon structure of hadrons & nuclei 

statistical
bootstrap

Computational challenge
inference task involving layers of inverse problems (factorization, evolution, …)

Bayesian MC approach — data resampling;  multi-step strategy to scan parameter space
(nested sampling for pions      , not feasible for protons) 

Tools

Workforce

code base in Python+NumPy, CPU parallelization using ZeroMQ

need synergistic collaboration between NP and ASCR to meet challenge

mostly theorists, some experimentalists

publish in high-impact journals, but reaching limit
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Global analysis including MARATHON

DIS data on D/p, tritium/helium

first evidence for different medium
modifications for u and d quarks 

naive modeling of nuclear PDFs 
(e.g., u/p/A = d/n/A) violates 
isospin symmetry for isospin- 
asymmetric nuclei

Cocuzza, Keppel, Liu, WM, Metz, Sato, Thomas
PRL 127, 242001 (2021) 

Research scope
Isovector EMC effect Parton structure of the pion

Combine pQCD with chiral EFT to fit       
Drell-Yan + HERA neutron electroproduction
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Tensor charge

tension between 
LQCD & experiment 
removed by adjusting 
h   in (extrapolated)
large-x region

1

LQCD moments suggest large 
contributions at high x
high-x data needed to test compatibility 

Cocuzza et al.
PRL 132, 091901 (2024)
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Gluon polarization
Jet data cannot rule out
Δg < 0 without theoretical
assumptions (e.g. PDF positivity)

Zhou, Sato, WM, PRD 105, 074022 (2022)

lattice QCD data [HadStruc] on pseudo 
Ioffe-time distributions sensitive to Δg
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Research scope

χ   alone cannot
discriminate sign…
but Δg < 0 leads to 
ΔΣ < 0 at large x
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including high-x JLab data and LQCD strongly 
disfavors negative ΔΣ  at x > 0.5

Δg < 0 ruled out only with
inclusion of polarized jet,
lattice, and high-x DIS data!

Hunt-Smith, Cocuzza, WM, Sato, Thomas, White
arXiv:2403.08117

Reconstruct transversity h  PDFs from SSAs

(SIDIS, pp) & dihadron production (SIDIS, pp, e  e  ) + _
1



JAM computer resources at JLab
JupyterHub support (JLab CST Division) 
with dedicated images (containers) has
become essential for JAM analysis

JLab computing farm

long runs sent to slurm using image 
containers (apptainer)

submission & analysis of results all
done with jupyter-notebooks 

12M CPU hours used by JAM since 1/1/24

JAM used ~ 3-4 times nominal allocated
farm resources

reaching maximum capacity to perform analysis
needed to deliver JLab 12 GeV science

opportunities to collaborate with HPC/CS



Research scope
reconstruct QCFs from experiment to map out parton structure of hadrons and nuclei 

Computational challenge
inference task involving layers of inverse problems (factorization, evolution, …)

Tools

Workforce

code base in Python+NumPy, CPU parallelization using ZeroMQ

need synergistic collaboration between NP and ASCR to meet challenge

Summary

need investment to meet the challenges and 
scientific opportunities of  JLab 12 GeV program



reconstruct QCFs from experiment to map out parton structure of hadrons and nuclei 

Computational challenge
inference task involving layers of inverse problems (factorization, evolution, …)

Tools

Workforce

code base in Python+NumPy, CPU parallelization using ZeroMQ

need synergistic collaboration between NP and ASCR to meet challenge

Summary

need investment to meet the challenges and 
scientific opportunities of  JLab 12 GeV program

For GPD studies, traditional methods are not adequate — need to use ML

JAM is collaborating with other projects (QGT, JLab LDRD, QuanTom) to perform
phenomenology using GPU hardware, which requires tuning pixelated images
(~ 10   pixels)6

Research scope



Unpolarized PDFs (and fragmentation functions)

JAM analysis groups

Helicity PDFs

Transversity PDFs



JAM analysis groups
Pion distributions (collinear and TMD)

TMD PDFs

GPDs


