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Introduction 
The Large Hadron Collider (LHC) at CERN is the largest and most powerful particle accelerator in 
the world, collecting 3,200 TB of proton-proton collision data every year. A true instance of Big 
Data, scientists use machine learning for rare-event detection, and hope to catch glimpses of new 
and uncharted physics at unprecedented collision energies.  

Our work focuses on the idea of the ATLAS detector as a camera, with events captured as 
images in 3D space. Drawing on the success of Convolutional Neural Networks in Computer 
Vision, we study the potential of deep leaning for interpreting LHC events in new ways.

The ATLAS detector 
The ATLAS detector is one of the two general-purpose experiments at the LHC. The 100 million 
channel detector captures snapshots of particle collisions occurring 40 million times per second. 
We focus our attention to the Calorimeter, which we treat as a digital camera in cylindrical space. 
Below, we see a snapshot of a 13 TeV proton-proton collision.

LHC Events as Images 
We transform the ATLAS coordinate system (η, φ) to a rectangular grid that allows for an image-
based grid arrangement. During a collision, energy from particles are deposited in pixels in (η, φ) 
space. We take these energy levels, and use them as the pixel intensities in a greyscale analogue. 
These images — called Jet Images — were first introduced by our group [JHEP 02 (2015) 118], 
enabling the connection between LHC physics event reconstruction and computer vision.. We 
transform each image in (η, φ), rotate around the jet-axis, and normalize each image, as is often 
done in Computer Vision, to account for non-discriminative difference in pixel intensities.  

In our experiments, we build discriminants on top of Jet Images to distinguish between a 
hypothetical new physics event, W’→ WZ, and a standard model background, QCD.  

Jet Image

Convolution Max-Pool Convolution Max-Pool Flatten

Fully  
Connected 
ReLU Unit

ReLU Dropout ReLU Dropout
Local 

Response 
Normalization

W’→ WZ event

Convolutions
Convolved  

Feature Layers

Max-Pooling

Repeat

Physics Performance Improvements 
Our analysis shows that Deep Convolutional Networks significantly improve the classification of 
new physics processes compared to state-of-the-art methods based on physics features, 
enhancing the discovery potential of the LHC.  More importantly, the improved performance 
suggests that the deep convolutional network is capturing features and representations beyond 
physics-motivated variables.  

Concluding Remarks 
We show that modern Deep Convolutional Architectures can significantly enhance the discovery 
potential of the LHC for new particles and phenomena. We hope to both inspire future research 
into Computer Vision-inspired techniques for particle discovery, and continue down this path 
towards increased discovery potential for new physics.
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Deep Convolutional Networks 
Deep Learning — convolutional networks in particular — currently represent the state of the art in 
most image recognition tasks. We apply a deep convolutional architecture to Jet Images, and 
perform model selection. Below, we visualize a simple architecture used to great success.  

We found that architectures with large filters captured the physics response with a higher level of 
accuracy. The learned filters from the convolutional layers exhibit a two prong and location based 
structure that sheds light on phenomenological structures within jets. 

Visualizing Learning 
Below, we have the learned convolutional filters (left) and the difference in between the average 
signal and background image after applying the learned convolutional filters (right). This novel 
difference-visualization technique helps understand what the network learns.
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Understanding Improvements 
Since the selection of physics-driven variables is driven by physical understanding, we want to be 
sure that the representations we learn are more than simple recombinations of basic physical 
variables. We introduce a new method to test this — we derive sample weights to apply such that 

meaning that physical variables have no discrimination power. Then, we apply our learned 
discriminant, and check for improvement in our figure of merit — the ROC curve.

Standard physically motivated 
discriminants — mass (top)  
and n-subjettiness (bottom)

Receiver Operating Characteristic

Notice that removing out the individual effects of 
the physics-related variables leads to a likelihood 
performance equivalent to a random guess, but 
the Deep Convolutional Network retains some 
discriminative power. This indicates that the deep 
network learns beyond theory-driven variables — 
we hypothesize these may have to do with 
density, shape, spread, and other spatially driven 
features.
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Modern data science offers many 
tools that we can use directly.

But, there are also many aspects that industry won’t solve for us.  

Need Data Physicists for custom solutions to unique NP challenges.

Simulation(-based inference) Proprietary code/data 

Non-image/text-based data

Bespoke (legacy) softwareNorms for what is 
“physics” and recognition 

Many year-long experiments

https://www.aps.org/apsnews/2023/10/rise-of-data-physicist
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1. Facility

2. Detectors

AI/ML is already playing a critical role in nearly all aspects of 
NP.  There is no doubt that it will play a central role for the 
design, operations, and data analysis of future projects.

3. Data analysis

accelerator design, operations; magnet training, …

detector design, construction (e.g. QA/QC), 
operations, data acquisition, …

theory, simulation, reconstruction, 
statistical analysis, …

Overview II: Ubiquity

one word here doesn’t do it justice!
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Performance comparison between 0W and 4W results

Energy  resolution with “0W_64Fe”  yields better resolution than  “4W_60Fe”(left plot) and 
basically the same level of “compensation” (right plot)
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FIG. 2: In-distribution evaluation - distributions for jets that are statistically identical to the ones in the training
dataset. (a) - (f) are constituent level and (g) - (l) are jet-level. See the text for variable definitions.
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fundamentally limited by the training dataset size. As a
result, high-dimensional methods struggle to obtain the
relevant sensitivity to rare signals in high-dimensional
feature spaces [21]. Can OmniLearn push the sensitiv-
ity of such methods to find signals that would not have
been found before?

The details of OmniLearn can be found in Ref. [18],
but are briefly summarized in the following. The back-
bone network of OmniLearn leverages modern develop-
ments for jet representation, using a combination of at-
tention mechanisms [22] and dynamic convolutional op-
erations [23] to improve both the global and local de-
scription of particles clustered inside jets. This model is
named a Point-Edge Transformer (PET), consisting of a
shared representation (PET body) and two task specific
heads, used for the tasks of classification and particle gen-
eration. The introduction of tasks specific network com-
ponents makes the model modular, and able to discard
irrelevant heads during downstream tasks, thus reduc-
ing even further the model size during adaptation. Om-

niLearn is trained using the JetClass dataset [24], con-
sisting of 100M jets and featuring 10 different jet classes.
Each jet is represented as a set of constituent particles.

Jets are ubiquitous in high-energy collider physics and
identifying the origin of a jet (‘jet tagging’) is a key com-
ponent of a multitude of direct searches for new phe-
nomena and precision measurements. Improvements in
jet tagging performance directly translate into improved
sensitivity of many analyses. State-of-the-art jet tagging
models require many tens of millions of jets for train-
ing. As full detector simulations are expensive, it is pro-
hibitive to generate large enough datasets for every tag-
ging task and for every time there are changes in the
simulation set (e.g. better particle-level description or
different operational conditions). Our hypothesis is that
we can adapt a foundation model trained on less accu-
rate fast simulation with a small sample of realistic sim-
ulations to achieve competitive performance on the full
realistic problem.

We exemplify this idea showing the results obtained by
OmniLearn adapted to the publicly available ATLAS
Top tagging dataset [25]. In this dataset, 40M events are
generated with Pythia8 using the NNPDF2.3LO [26] set
of parton distribution functions and the A14 [27] set of
tuned parameters. Pileup effects are simulated by over-
laying inelastic interactions on top of the underlying hard
scattering process based on the 2017 data taking period.
Hadronic boosted top quarks are obtained in simulated
events containing the decay of a heavy Z 0 boson with
mass of 2 TeV. Background jets are obtained from simu-
lations of generic dijet events. Unified Flow Objects [28]
are used to determine the jet constituents. Jets are clus-
tered using anti-kT algorithm [29–31] with R=1.0 with
additional pileup mitigation algorithms [32–34] applied.
The Soft-Drop algorithm [35] is also applied to remove
soft and wide-angle radiation. Note that unlike the Jet-

Class dataset, the ATLAS top tagging dataset features
full detector simulation, event reconstruction, and pileup
particles.

We consider the scenario where we use the entire train-
ing data for the adaptation of OmniLearn and when
only 10% of the data is used (4M events). Results are re-
ported in Table. I for four metrics: the area under curve
(AUC), accuracy for a fixed threshold of 0.5, and the
inverse background efficiency at two fixed values of the
signal efficiency. We observe that OmniLearn excels
the performance of all previously reported benchmarks
in this dataset and is able to match the previously best
performing model using only 10% of the data, thus re-
quiring significantly less examples to achieve state-of-the-
art performance.

TABLE I. Comparison between the performance reported for
different classification algorithms on the ATLAS top tagging
dataset. Bold results represent the algorithm with highest
performance.

AUC Acc 1/✏B
✏S = 0.5 ✏S = 0.8

ResNet 50 0.885 0.803 21.4 5.13
EFN 0.901 0.819 26.6 6.12
hlDNN 0.938 0.863 51.5 10.5
DNN 0.942 0.868 67.7 12.0
PFN 0.954 0.882 108.0 15.9
ParticleNet 0.961 0.894 153.7 20.4
PET classifier (4M) 0.959 0.890 146.5 19.4
OmniLearn (4M) 0.961 0.894 172.1 20.8
PET classifier (40M) 0.964 0.898 201.4 23.6
OmniLearn (40M) 0.965 0.899 207.30 24.10

Correcting physics measurements for detector distor-
tions enables efficient comparisons between measure-
ments and theory predictions. This technique is known in
collider physics as unfolding. Machine learning greatly in-
crease the flexibility and potential of unfolding by allow-
ing the simultaneous correction of multiple distributions
without the use of histograms [2]. The OmniFold algo-
rithm [36, 37] introduced an iterative approach for un-
folding based on learned classifiers that use the data col-
lected by experiments to determine the unfolded distri-
butions. Since the methodology relies on the data avail-
ability, physics processes with limited data can severely
restrict the precision the algorithm can achieve. In con-
trast, the general representation of jets learned by Om-

niLearn can compensate for the limited data. We ver-
ify this observation adapting OmniLearn for complete
unfolding using all available features in the dataset intro-
duced in Ref. [36]. The dataset consists of proton-proton
collisions producing a Z boson, generated at a center-
of-mass energy of

p
s = 14 TeV. A sample used as the

‘data’ representative is simulated using particle collisions
with the default tune of Herwig 7.1.5 [38–40]. A sec-
ond dataset, representative of the ‘simulation’ we want
to correct, is simulated using Pythia8 with Tune 26 [41].
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Codesign of EIC calorimeter

definitive answer: do we need W?

These are just personal examples - 
just the tip of the iceberg!

LHC top tagging: 

avoid expensive simulations - 
fine tune a foundation model!

LHC fast simulation & 
reconstruction together - 
address computational 
bottleneck in one go!

Overview III: Big science for less $$
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11Open data != data preservation

We all agree that we want to be able to analyze 
our unique (and expensive) data in perpetuity.  

Funding for a project ends when the project ends 
(by definition)

How to fund modernization of data (and simulation)?

Success story: HERA
Failure story: many…

https://arxiv.org/pdf/2303.13620
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14Results in the era of AI

Bread and butter: binned differential cross sections

What about high-dimensional data products?

(e.g. the results are neural networks)

https://gitlab.cern.ch/atlas-physics/
public/sm-z-jets-omnifold-2024

+ +



15Data physicists
Who will address experiment agnostic, 

cross-cutting methodology for NP?

We don’t need many of these people, but we do 
need some and they require specialized skills.

Their impact will be huge.  We will be able to 
save a lot of money and for a given budget/

detector, achieve much better science.

They are physicists.  They are not theorists and they are 
not experimentalists.  They are also not computer scientists 

or software engineers (although we need those too!)

https://www.aps.org/apsnews/2023/10/rise-of-data-physicist


16Simulation - theory or experiment?

Another lost group - simulation developers!

Some of this work is theory and some is experiment, 
but most is neither!

How do we fund long-term development, maintenance, 
and user support of critical tools like Geant4?  


Huge impact → opportunity for US leadership?

N.B. very natural for national labs!  Difficult for university 
groups (but maybe can change with incentives?)



17Forward-proofing code

We need code preservation in addition to data preservation!

Critical need: improve literacy with modern open source 
software stack (version control, CI/CD, containers, …).  

Embrace automation with AI

e.g. can LLMs help us automatically migrate all software efficiently?


can they help us with automated documentation?



18ROOT versus SciPy

One way to ensure code preservation 
is to use code everyone is using.

ROOT and other bespoke tools are fantastic 
and in many ways, were ahead of their time.

We should have a serious conversation about 
how much we need to depend* on legacy tools 

with a relatively small user base.

Doesn’t necessarily need to be exclusive or! 

*Should NP contribute to the development of e.g. SciPy?



19Community feedback from HEP

https://arxiv.org/pdf/2210.05822
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https://arxiv.org/pdf/2210.05822

This is happening!

Community feedback from HEP



21
1 1

1

11

1
1

1
1

1

1
1

1 1

1
1

1
1

1
1

1

1

1

1

1

1
1

1

1

1

1

1
1

1
1

1
1

1

1

1

1

1

1 1 1

11
1

1

1

1
1

1

1

1

1

1

1

1

1

1

1

1

1

1

9

1
1

1

1

1

1

1
1

1

1

1 1

1

1

1

1
1

1
1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

W

I am inspired to be part of this conversation!

Will we be ready now, tomorrow, and beyond ?

This is an exciting time, where 
we are at a cross roads - data 

science has a comparable 
impact to instrumentation on 

NP science.

Outlook
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