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• Understand the world around us from first principles in 
the Standard Model (SM)


• Quarks, leptons & bosons (17 fundamental fields)


• What is the structure of matter?


• All the way from the proton to neutron stars and 
supernovae


• How does it depend on SM parameters?


• How do we constrain the SM in experiments?


• How do we search for new physics beyond the SM?


• Dark matter, dark energy, origin of neutrino masses,…

The Standard Model
The femtoscale universe
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36 9. Quantum Chromodynamics

world average, we first combine six pre-averages, excluding the lattice result, using a ‰
2 averaging

method. This gives
–s(M2

Z) = 0.1176 ± 0.0011 , (without lattice) . (9.24)

This result is fully compatible with the lattice pre-average Eq. (9.23) and has a comparable error.
In order to be conservative, we combine these two numbers using an unweighted average and take
as an uncertainty the average between these two uncertainties. This gives our final world average
value

–s(M2
Z) = 0.1179 ± 0.0010 . (9.25)

αs(MZ
2) = 0.1179 ± 0.0010
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Figure 9.5: Summary of measurements of –s as a function of the energy scale Q. The respective
degree of QCD perturbation theory used in the extraction of –s is indicated in brackets (NLO:
next-to-leading order; NNLO: next-to-next-to-leading order; NNLO+res.: NNLO matched to a
resummed calculation; N3LO: next-to-NNLO).

This world average value is in very good agreement with the last version of this Review, which
was –s(M2

Z
) = 0.1181 ± 0.0011, with only a slightly lower central value and decreased overall
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• Standard Model = electromagnetism + weak 
+ strong nuclear forces


• QCD is the strong force that binds protons 
together and into nuclei


• Interaction strength depends on energy


• At high energy: analytic small-coupling 
expansion


• At low energies/long distances: no analytic 
control


• The regime of protons and nuclei


• Numerical calculations through Lattice 
QCD

The strong interaction
Quantum Chromodynamics (QCD)

Gross,Wilczek; 

Politzer 2004

Gross, Politzer & Wilczek 2004

Figure credit: Particle Data Group, 2019
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• Lattice QCD: tool to deal with quarks and gluons (also a 
rigorous definition of QCD)


• Formulate problem as functional integral over quark  
and gluon  d.o.f. in 3+1D spacetime 
 

         


• Discretise and compactify system


• Finite but large number of d.o.f  (~108–1012)


• Integrate via importance sampling according to probability 
measure


        


• Undo the harm done in previous steps

(q, q)
(A)

⟨𝒪⟩ = ∫ 𝒟A𝒟q𝒟qe−SQCD[A,q,q]𝒪[A, q, q]

⟨𝒪⟩ = ∫ 𝒟P(A)𝒪[A] ≃
1

Nsamp

Nsamp

∑
i

𝒪[A(i)]

In theory
Anatomy of lattice QCD

quarkgluon
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{      } 

1. Generate representative samples of gluon fields 
in a MC chain 


2. On each gluon field calculate “quark 
propagators”  by solving linear systems                                     


            


Dirac operator depends on the gluon field; 
typically  RHSs used


3. Construct operators  for a particular physics 
goal from the gluon field and associated quark 
propagators


• Tensor contractions


4. Analyse statistics of the resulting quantities to 
extract physics

(Nsamp ∼ 1000)

⃗S

D/ Dirac[A(i)] ⃗S = ⃗ϕ

Nprop ∼ O(100s)

𝒪i

In practice
Anatomy of lattice QCD

Nsamp

 d.o.f.72L4

⃗S

foreach sample:

𝒪1 𝒪2 𝒪n

foreach operator:

…

 d.o.f.12 × 12L4

𝒪i 𝒪i 𝒪i 𝒪i
,          ,          ,

Nprop
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LQCD Science

Achievements and Goals in Nuclear Physics
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• Understand the phases 
of strongly interacting matter


• Deconfinement transition  
at 


• Crossover transition at 


• Nonzero isospin density


• Superconductivity


• Baryon density


• Hints for critical end point


• “Sign problem” prevents direct Monte-
Carlo calculations


• Many open problems: neutron star equation of 
state, transport in heavy-ion collisions,…

μB = μI = 0, T ≠ 0

Tc = 155 MeV

QCD Phase structure
Thermodynamics
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Figure 5: Spline fits to the trace anomaly for several values of the lattice spacing aT = 1/N⌧ and the result of our continuum
extrapolation (left). Note that the error bands shown here do not include the 2% scale error. The right hand panel shows
suitably normalized pressure, energy density, and entropy density as a function of the temperature. In this case the 2% scale
error is included in the error bands. The dark lines show the prediction of the HRG model. The horizontal line at 95⇡2/60
in the right panel corresponds to the ideal gas limit for the energy density and the vertical band marks the crossover region,
Tc = (154± 9) MeV.
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Figure 6: The comparison of the HISQ/tree and stout results
for the trace anomaly, the pressure, and the entropy density.

fixing cn = cd = 0 gives an excellent parametrization of
all our numerical data and is in good agreement with the
HRG estimate, at least down to T = 100 MeV. Further-
more, this parametrization agrees with the N⌧ = 8 data
well beyond T = 400 MeV.

The values of the parameters in our ansatz for the pres-
sure, Eq. (16), are summarized in Table II. The results
of this ansatz for the speed of sound, energy density, and
specific heat are compared with our continuum extrapo-
lated error bands in Figs. 7 and 8.

V. SPECIFIC HEAT, THE SPEED OF SOUND
AND DECONFINEMENT

All thermodynamic quantities, for fixed light and
strange quark masses, depend on a single parameter—
the temperature. In Section IV, we derived the basic
thermodynamic observables (✏, p, s) from the contin-
uum extrapolated trace anomaly ⇥µµ(T ). We now dis-
cuss two closely related observables that involve second
order derivatives of the QCD partition function with re-
spect to the temperature, i.e., the specific heat,

CV =
@✏

@T

����
V

⌘

✓
4

✏

T 4
+ T

@(✏/T 4)

@T

����
V

◆
T

3
, (17)

and the speed of sound,

c
2
s
=

@p

@✏
=

@p/@T

@✏/@T
=

s

CV

. (18)

The quantity Td(✏/T 4)/dT can be calculated directly
from the trace anomaly and its derivative with respect
to temperature,

T
d✏/T 4

dT
= 3

⇥µµ

T 4
+ T

d⇥µµ
/T

4

dT
. (19)

These identities show that the estimates for the specific
heat and the speed of sound should be of a quality similar
to ✏/T

4 or p/T
4. In Figs. 7 and 8, we show the agree-

ment between the bootstrap error bands for these quan-
tities and the estimates obtained by taking second or-
der derivatives of the analytic parameterization for p/T 4

given in Eq. 16. The latter are shown as dark lines inside
the bootstrap error bands.
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FIG. 15. Our results for the masses of charmed and/or bottom baryons, compared to the experimental results where available
[8, 10, 12]. The masses of baryons containing nb bottom quarks have been o↵set by �nb · (3000 MeV) to fit them into this plot.
Note that the uncertainties of our results for nearby states are highly correlated, and hyperfine splittings such as M⌦⇤

b
� M⌦b

can in fact be resolved with much smaller uncertainties than apparent from this figure (see Table XIX).

[Z Brown et al. PRD 2014]

• LQCD reproduces masses of stable hadrons


• Demonstrates QCD describes nature at low 
energies


• Go beyond experiment: separate QED & isospin 
contributions to 


• Heavy hadrons


• Predictions subsequently seen in experiment (eg 
)


• Predictions for exotic hadrons 


• Part of the motivation for the GlueX experiment


• Future:


• More complicated decay channels


• Branching fractions and structure of exotics

Mn − Mp

Ωb, Ξcc

Hadrons and resonances
Hadron Spectroscopy
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Phiala Shanahan, MIT34

Proton GFFs from lattice QCD
2

in the supplementary material.
First, the bare matrix elements of T̂µ⌫

g , and of the
singlet and non-singlet quark flavor combinations of the
EMT, i.e.,

singlet: T̂µ⌫
q = T̂µ⌫

u + T̂µ⌫
d + T̂µ⌫

s (3)

non-singlet: T̂µ⌫
v1

= T̂µ⌫
u � T̂µ⌫

d , (4)

T̂µ⌫
v2 = T̂µ⌫

u + T̂µ⌫
d � 2T̂µ⌫

s , (5)

are constrained from ratios of three-point and two-point
functions that are proportional to the bare matrix ele-
ments of the EMT, Eq. (1), at large Euclidean times.
The three-point function of the gluon EMT is measured
on 2511 configurations, averaged over 1024 source posi-
tions per configuration, with the gluon EMT measured
on gauge fields that have been Wilson flowed [52–54]
to tflow/a2 = 2, for all sink and operator momenta
with |p0|2  10(2⇡/L)2 and |�|2  25(2⇡/L)2, and
all four spin channels, s, s0 2 {±1/2}. The connected
part of the quark three-point function is measured on
1381 configurations using the sequential source method,
inverting through the sink for 11 choices of source-
sink separation in the range [6a, 18a], with the num-
ber of sources varying between 9 and 32 for the di↵er-
ent source-sink separations. The momenta measured are
p0 2 2⇡/L{(1, 0,�1), (�2,�1, 0), (�1,�1,�1)} and all
� with |�|2  25(2⇡/L)2, for a single spin channel with
s = s0 = 1/2. The disconnected parts are stochasti-
cally estimated on the same 1381 configurations as the
connected parts, using 2 samples of Z4 noise [55], di-
luting in spacetime using hierarchical probing [56, 57]
with 512 Hadamard vectors, and computing the spin-
color trace exactly. Measurements are made for all
|p0|2  10(2⇡/L)2, |�|2  25(2⇡/L)2, and all four spin
channels,

Second, ratios of three- and two-point functions that
correspond to the same linear combination of GFFs—
as defined in Eq. (1), and up to an overall sign—are
averaged. The summation method [58–61] is used to
fit the Euclidean time-dependence of the averaged ra-
tios and extract the bare matrix elements. In all cases,
1000 bootstrap ensembles are used to estimate statisti-
cal uncertainties, and systematic uncertainties in fits are
propagated using model averaging with weights dictated
by the Akaike information criterion [62] (AIC) [63–65].
Since connected measurements exist for only a subset of
the matrix elements, the disconnected contributions to
the bare GFFs of Tq and Tv2

1 are fit separately using
all available data, with the results used to obtain better
constraints for the subset for which connected parts are
available and thus to obtain the full matrix elements of

1 Tv1 is purely connected, as the disconnected contributions cancel
in the di↵erence.

FIG. 1. The three GFFs of the proton, and their decompo-
sition into gluon and total quark contributions, are shown as
functions of t. Inset figures show the isosinglet quark GFFs
further decomposed into up-, down-, and strange-quark con-
tributions. The total GFFs are renormalization scheme- and
scale-independent, while all other GFFs are shown in the MS
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to the data in the case of g and q = u+d+s, and linear com-
binations of the dipole fits to q, v1, and v2 in all other cases.
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Tq and Tv2 . Finally, the matrix elements are divided
into 34 t-bins using k-means clustering [66], and the
GFFs are extracted by solving the resulting linear sys-
tems of equations, with the renormalization performed
non-perturbatively using the results and procedure pre-
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scale-independent, while all other GFFs are shown in the MS
scheme at µ = 2 GeV. The dark bands represent dipole fits
to the data in the case of g and q = u+d+s, and linear com-
binations of the dipole fits to q, v1, and v2 in all other cases.
The lighter bands show analogous fits using the z-expansion.

Tq and Tv2 . Finally, the matrix elements are divided
into 34 t-bins using k-means clustering [66], and the
GFFs are extracted by solving the resulting linear sys-
tems of equations, with the renormalization performed
non-perturbatively using the results and procedure pre-
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Momentum sum 
consistent with 1

Total spin 
consistent with 0.5

Lattice QCD: Pefkou, Hackett, Shanahan, PRD 105, 054509 (2022), 

PRD 108, 114504 (2023), 2310.08484 (2023)

• First complete 
decomposition of proton 
gravitational form factors 
into  contributions 
from lattice QCD in 2023 

• Physical pion mass 

• Non-pert. renormalisation 
incl. mixing 

• [Still a single ensemble, no 
control of discretisation effects]

u, d, s, g

The internal dynamics of the proton
Hadron Structure

9

• QCD studies of EM form factors


• Partonic structure: PDFs, GPDs, TMDs


• Key inputs for EIC projections and predictions


• Gravitational form factors & the energy-
momentum tensor


• Origin of mass, spin and mechanical 
properties


• Complementary to JLab DVCS experiments


• Future: 


• Increased precision as needed to match 
experiment for simple quantities


• Predictions of harder-to-measure quantities

[Hackett, Pefkou, Shanahan PRL (2024)]



▸ Search for lepton number (L) violation/nature of 
neutrino [high priority in 2023 NSAC Long Range Plan]


▸ Uncontrolled nuclear model uncertainties cloud 
interpretation of experimental searches


▸ Ground nuclear physics in QCD: LQCD +EFT  Many-
body


▸ Calculations of subprocess 


▸ Light Majorana neutrino


▸ Short distance L-violation from BSM


▸ First QCD calculations of  for light 
Majorana neutrino


▸ Future: controlled inputs for future ton-scale 
experiments

→

π− → π+e−e−

nn → ppe−e−

0νββ

Neutrinoless  decayββ
Fundamental Symmetries
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• Many Intensity Frontier (HEP) experiments use 
nuclear targets 


• Neutrino physics: DUNE, HyperK,…


• Dark matter: LZ, XENON-nT, PANDAX-4T,… 


• Lepton flavour violation: 


• Must control QCD for rigorous BSM searches


• Current highlights: 


• Weak current nucleon form factors for DUNE


• First calculations of nuclear effects


• Future: matrix elements for design and analysis of 
different detectors

μ2e

QCD @ the intensity frontier
Beyond Standard Model physics
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Axial charge of the triton

Phiala Shanahan, MIT

• No axial form factors of nuclei from lattice QCD yet 

• Axial charge of He: first extrapolation to the physical quark masses in 
2021 16

�

�
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FIG. 8. Ratio of the axial charge of tritium to that of the single nucleon as a function of the
pion mass. The result from this work and that of Ref. [18] are shown as the blue points while the
physical value [6] is shown in red at the physical pion mass (indicated by the vertical line).
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LQCD Science

Challenges and Developments
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• Turning LQCD into physics requires continuum limit


• Sampling becomes harder as update algorithms are 
quasi-local


• New machine-learned normalising flow gauge 
generation algorithms seem promising


• <1% precision requires QED and effects of isospin 
breaking of quark masses ( )


• Eg axial charge  precision limited by these effects


• New algorithmic requirements 


• Sampling with QED: complications of infinite volume 
limit


• Sampling for : Single fermion flavours 

mu ≠ md

gA

mu ≠ md

Continuum limit, QED, and isospin-breaking
Precision physics
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• LQCD is a Monte Carlo sampling method


• High momentum structure of hadrons from LaMET/
short distance factorisation requires very boosted 
states: statistical noise grows


• Multi-hadron systems (eg nuclei): exponential growth of 
noise 


• Better statistical sampling approaches


• Hierarchical integration


• Machine learned changes of integration variables

New sampling procedures
Statistical limitations

p0,0

p0,1

p0,2

p0,3

p1,0

p1,1

p1,2

p1,3

p2,0

p2,1

p2,2

p2,3

p3,0

p3,1

p3,2

p3,3

FIG. 6. (Left) Hierarchical HMC proposes to divide the lattice in disconnected subdomains (in red) and a
remaining subdomain connecting all the disconnected domains, the buffer domain, (in yellow). (Right) If
the number of processes in a direction is not a divisor of the disconnected and the buffer domain dimension
sizes, the support of a buffer domain field on a process may be represented as various dense local tensors
(dashed lines).

chunks of hypercubes that can efficiently operate with the current implementation (see dotted lines
in Fig. 6, right).

QDP-JIT: In the long term, we will provide optimized support for subdomains at all levels of our
software stack. In particular, we will expand the current capabilities of QDP++ to support domain-
parallel execution of specialized kernels, including gauge-covariant stencil-like operations. To aid
these developments, we will leverage C++20 and subsequent standards to make the manipulation of
QDP template expressions that QDP-JIT transforms into CPU and GPU kernels at run-time easier.
We will also add support for dynamically-sized primitives in QDP++, which are required for solvers
that will deal with subdomains. We will investigate a number of code generation technologies that
will aid in producing optimal (or close to optimal) program code even in the more complicated multi-
level integration schemes. In particular, we will implement stack usage eliminating technology and
the polyhedral model for loop optimization that Tiramisu (see Sec. IV) already uses. The multi-
level integration scheme, and our new developments to support it, may significantly increase the
complexity of generated expressions and, ultimately, the overhead in the JIT generation of the
kernels. We will develop mitigation strategies to reduce the JIT compilation-time overhead through
different approaches to caching JIT-pre-compiled kernels.

2. Hierarchical Integrations for Wilson-Clover Fermions: Three-Point Functions

We propose to extend the multi-level integration scheme to three-point correlation functions
relevant to hadronic structure and couple it with distillation [52], our current approach for con-
structing highly optimized interpolating fields for hadrons. Using the Wilson-clover fermion action,
we will study the effectiveness of the correction of the fermionic determinant and the quark propa-
gator and explore other approaches based on probing and low-rank approximations [96–99]. We will
initially work in the quenched approximation and decomposing domains along the time direction.
In subsequent stages, we will implement full QCD (including domain-decomposition of the fermion
determinant) and consider decomposing domains across the spatial dimensions.

Our Chroma code base is particularly suited for implementing multi-level integration schemes
because our HMC implementation is flexible in the specification of new fermion actions, allowing
us to naturally represent the fermion determinant factors. Once the necessary code infrastructure

13
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Just high-dimensional contour deformation...

Deform all variables 
in high-dimensional 
configuration space

Integral value unchanged!

Deforming the path integral



• Physics of nuclei requires calculation of correlation functions with 
factorial number of Wick contractions: 


• Wick contactions = tensor contractions


• Costs grow dramatically with system size


• Graph-theoretic methods minimise redundant work


• Efficient calculation requires many tricks


• Common subexpression elimination


• Tiling of partial sums


• Code generators


• Current state-of-the-art:  nuclei,  
but  in nature ( a long way to go!)

Nu!Nd!Ns!

A = 5
A ∼ 250

Nuclear Contractions
Complexity
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• Federation of scientific collaborations


• 90+% of LQCD (NP+HEP) researchers in the US


• 180+ members from grad students to permanent staff


• Collaborate on software development


• Train students and postdocs in LQCD


• Seek funding for, deploy, and allocate mid-scale 
computing resources at JLab, BNL and FNAL


• Allocations support development of new projects and 
research directions


• Build community and support junior scientists

USQCD collaboration
LQCD Ecosystem
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• Strong DoE support for software development through SciDAC and ECP


• Physics + Applied Math + Computer Science (SciDAC5 includes FastMath & 
RAPIDS SciDAC Institute collaborators)


• $50M+ investment in LQCD software and algorithms

Software Development under SciDAC and ECP
LQCD Ecosystem

2002-6

SciDAC


NP+HEP+ASCR

2007-11

SciDAC2

NP+HEP+ASCR

2012-16

SciDAC3

NP+HEP+ASCR

2017-21

SciDAC4


1) NP+ASCR

2) NP+NNSA+ASCR

2022-27

SciDAC5s


1) NP+ASCR

2) HEP+ASCR

2016-23 ECP

ASCR
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5

LQCD Software in the US

• Layered approach based on design developed in 
SciDAC1-4

• Applications make use of libraries 
– Optimized Solvers/Dirac Operators

• QUDA, MGProto, BFM, etc..
– Data Parallel Productivity Layer (QDP++)
– Parallel I/O and Communications wrapping Layer (QMP/QIO)

• QUDA Library for GPUs is a critical component 
– provides state of the art solvers for LQCD originally on NVIDIA 

GPUs. Porting to AMD GPUs is the focus of this talk.
– lead developer Kate Clark and her team are Dev-Tech-s at 

NVIDIA

• On GPUs accelerated solvers are not enough! Even 
small amount of serial code can cause Amdahl’s law 
bottleneck.
– QDP-JIT is a version of QDP++ productivity layer for GPUs
– Uses JIT Compilation through the LLVM framework to 

generate PTX code for NVIDIA GPUs and now also AMDGCN 
ISA for ROCm

The USQCD software layers

The “Money Plot”: Performance gains from Titan o Summit, 
incorporating Multigrid and force Gradient Integrators into 

the gauge generation

• Layered software infrastructure


• QMP: QCD message passing (abstracts different 
MPI frameworks)


• QDP/C, QDP++, QDP-JIT: QCD data parallel 


• Linear system solver libraries: QUDA, MDWF, 
QPhiX,… 


• General application frameworks


• Chroma, QLua, CPS, Grid, Grid Python Toolkit, 
MILC, Redstar, …


• Most physicists work at this level


• Codes continue to evolve to address new physics 
problems

Codes and Libraries
LQCD Ecosystem
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• Example: porting Chroma from Titan to Summit to Frontier


• Major changes to low level layers: QDP-JIT, QUDA


• Smaller tweaks to application level code: Chroma

Codes and Libraries
LQCD Ecosystem
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LQCD Software in the US

• Layered approach based on design developed in 
SciDAC1-4

• Applications make use of libraries 
– Optimized Solvers/Dirac Operators

• QUDA, MGProto, BFM, etc..
– Data Parallel Productivity Layer (QDP++)
– Parallel I/O and Communications wrapping Layer (QMP/QIO)

• QUDA Library for GPUs is a critical component 
– provides state of the art solvers for LQCD originally on NVIDIA 

GPUs. Porting to AMD GPUs is the focus of this talk.
– lead developer Kate Clark and her team are Dev-Tech-s at 

NVIDIA

• On GPUs accelerated solvers are not enough! Even 
small amount of serial code can cause Amdahl’s law 
bottleneck.
– QDP-JIT is a version of QDP++ productivity layer for GPUs
– Uses JIT Compilation through the LLVM framework to 

generate PTX code for NVIDIA GPUs and now also AMDGCN 
ISA for ROCm

The USQCD software layers

The “Money Plot”: Performance gains from Titan o Summit, 
incorporating Multigrid and force Gradient Integrators into 

the gauge generation

113x now, in 
progress

81x overall 
gain



• Connections to industry


• QUDA GPU library development based at nVIDIA and 
critical for LQCD


• Ported to AMD and Intel GPUs with significant vendor 
assistance


• Code generators for new hardware (LLVM, Halide etc) 
build upon industry efforts


• Flow of talent from academia to industry helps maintain 
this


• SciDAC supports development of the necessary skills 

Codes and Libraries
LQCD Ecosystem
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• INCITE 2020-4: 21 awards: 14.9M node hours


• ALCC 2019-23: 26 awards,14.1M node hours


• NERSC (2023: 21 PIs, 1.4M/1.0M CPU/GPU node hours)


• NSF: O(5) Frontera LRAC awards per cycle


• LQCD(HEP) & NPLCC(NP)  
hardware projects


• 1/10th of INCITE in 2024


• 25-30 projects per year

Sources of computing
LQCD computing

LQCD & leadership resources

40

Total by Field (in TFlop/s-year)

NP and HEP are approximately equal by agreement

USQCD hardware

USQCD essential leverage of leadership resources → greater productivity

USQCD about half of total amount before Frontier/Exascale turned on in 2023 

USQCD+INCITE

1 Sky-core = 7.50 Gflops (Wilson dslash)

Competitive allocations

21
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• Projections for INCITE/ALCC/NERSC 
computing for LQCD


• 173M Frontier-equivalent node hours 
over 2025-9


• USQCD maintains detailed timelines for 
all major projects


• Project goals align with anticipated 
growth of computing


• Assume support for code 
development on new systems

Computing 2025-30
LQCD computing
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• University/Lab/NPC industry LQCD hiring

Workforce development
LQCD workforce
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• Alexandru (GWU)

• Shanahan (MIT)

• Lin (MSU)

• Monahan (W&M)

Workforce development
LQCD workforce

• Blum (UConn)

• Orginos (W&M)

• Dudek (W&M)

• Detmold (MIT, 2x)

• Walker-Loud (LBNL)

• Lehner (BNL)

• Davoudi (UMd)

• Jin (UConn)

• Constantinou (Temple)

• Briceño (Berkeley)

• Monahan (W&M) 

24
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• Training (average of 5.3) PhDs per year


• 35 current students

Workforce development
LQCD workforce
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• DOE SciDAC has been a successful pathway to support LQCD over the last 2+ decades: brings together a 
community and enables frontier scientific progress


• Very much support its continuation


• Broad scope for further innovation and abundant scientific goals


• ECP focus on code performance metrics and industry connections also very helpful


• Current framework (NP+ASCR) might not be necessary for smaller software projects, maybe just NP in some cases


• Storage of (and access to) community resources such as gauge fields is vital but lacking infrastructure 


• Machine learning


• Off the shelf ML tools will rarely solve the problems of the NP domain - interaction with data scientists needs to 
be two-way and we need to be prepared to develop problem-specific ML


• Need for new allocation mechanisms to support ML applications where outcomes are not as predictable as with 
traditional modelling/simulation workloads


• Evaporating talent: flat budgets for many years and recent NT budget cuts do not provide an attractive recruiting 
environment 


• Students and postdocs leave the field for better-paying industry positions (8 LQCD researchers now @ nVIDIA)


• Advocate for support for computational scientists at universities: very few mechanisms for scientific computing 
specialists at universities and technically minded postdocs who focus on software often leave the field

Some thoughts
LQCD outlook
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