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Question #1
Please summarize the progress made last 
year on this project. 
๏ Nikhef refurbished and repaired DAQ computer.


๏ Nikhef wrote DAQ documentation and trained all the other groups 
how to run it.


๏ Nikhef tested and verified the functionality of the module.


๏ Nikhef packed the module for shipping.


๏  A draft of the loan agreement was written and is approved by 
Nikhef & SBU.


๏ The customs paperwork for shipment and the insurance have been 
done. (Shipment this week or so)


๏  SBU and Yale traveled to Fermilab to inspect MCenter. 

๏ Yale is negotiating with TOAD time-of-flight regarding use of 
beamline PID detectors.


๏ Some of the possible gas mixtures have been identified by Yale 
group.


๏ TPC end-plate has been designed to adopt the module.

Specify which goals were not 
completed from last year’s proposal 
(due to the delay in funding, etc.)

๏ Because of the delay in funding and uncertain timeline of 
FNAL test beam facility we haven’t got to test beam.


๏ GridPIX hasn’t been shipped to USA (Shipment this week 
or so).
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Question #2
Clarify the importance of the development of the CO2 cooling system at this stage 
of the GridPIX detector R&D.
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๏The possibility of He-based gas mixture with "modern" CO2 cooling will 
guarantee the extremely low mass detector special for low momentum particles 
momentum reconstruction and PID including the best track finding for a barrel 
setup. 


๏  Low mass cooling  is a critical part of the “TPC” setup, and might be interesting 
for EIC in general.



Question #3
Can you quantify the advantage of the test beam at 0.7 T with respect to the cosmic 
test at 4T?
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๏The proposed R&D is for low 
momentum PID and tracking.


๏T h e F N A L o p t i o n i s m o r e 
interesting because the test can be 
done for low momentum particles 
(not Cosmic) with PID at the same 
time.


๏Diffusion will be smaller at 4T so 
“might not” be best to show 
performance at realistic Mag. Field 
(cluster merging) 



Continuation Proposal for next cycle

๏The tracking and PID performance in the magnetic field.


๏  A low mass, high efficiency CO2 cooling to significantly reduce the material           
budget in the hadron going direction (Important to show deployability)

Mainly, two additions (in the same MCenter test beam area)
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Brief Introduction
๏ Originally as “upgrade path” for ATHENA.
๏ Not discussed in current EPIC baseline.
๏ Ideally suited for Detector 2.

Provides:
๏  PID (pi-K-p) from 100 MeV/c to 800 MeV/c
๏  ROBUST tracking (enormous number of hits per track)
๏  Virtually immune to synchrotron background.

High Voltage (-10kV) 
Low radiation Length

T2K gas (low diffusion)

Field Cage 

1% radiation length, entrance and exit 
Silicon Pixel 
Readout 
55 μm ×55 μm 
4% radiation 
length 
(dominated by 
cooling)
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The tracking and PID performance in the Magnetic Field

๏High statistics to perform pi/K/p seperation


๏Magnet availability [newly refurbished FNAL 
magnet at 0.7T] -> Cost effective as it will be 
just next to our setup
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1 Motivation

The introduction to the GridPIX technology, conceptual design and anticipated performance for
aGridPIX based TPC in the context of an upgrade option for the existing detector or/and for an
envisioned new detector at IP8 is described in the proposal for FY2022 which was approved
for funding (Tracking and PID with a GridPIX Detector). For the FY22 proposal, funds were
requested to perform mainly the PID capability of GridPIX TPC at FNAL test beam facility
with secondary and tertiary beams. Further it was proposed to go to Argonne National Lab in
the next R&D cycle (if funded) to test the tracking performance with cosmics inside a magnetic
field. This would provide a field up to 4 Tesla, but would be limited in statistics due to using
cosmic rays as the particle source. Here we discuss two new studies that will enable a high
statistics tracking performance assessment and low mass studies. These are both new topics as
compared to last year’s proposal.

1.1 High Statistics Performance Studies in a Field

At the time of that writing, there was no possibility of having a functional magnet of a size that
can accommodate the TPC prototype at FNAL. During our recent visit to FNAL (Hemmick and
Garg) we were shown that a 0.7 T dipole magnet, so called ”Jolly Green Giant” (Fig.1), has
been recently refurbished and the GridPIX TPC prototype can fit in easily. However, in order to
use the GridPIX TPC inside the magnet additional tracking detectors will be required (upstream
and downstream of the TPC) to study the tracking performance.

Figure 1: The so called ”Jolly Green Giant” dipole magnet (up to 0.7 T) at FNAL MCenter test
beam area.

1.2 Development of CO2 Based Cooling

Another motivation is to work towards a reduction of the material budget at the readout end in
the hadron going direction. Figure 2 shows the basic layout of a single sided TPC, where the
electron going direction is a thin low material cathode already. Since the heat load of GridPIX
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“Jolly Green Giant” dipole magnet 
(up to 0.7 T) at FNAL MCenter 



Anticipated dE/dx Performance 
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Anticipated Tracking Performance 
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Motivation to CO2 cooling
๏Careful: 1.2 - 5.4 kW of power (occupancy dependent) 

๏Conventional water cooling is bulky 

๏Water cooling is not uniform (Important for single electron counting) 

๏Purdue has existing expertise
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➡ In general it would be of interest for other detector systems at ePIC too 
➡ Plan Is to build a portable CO2 cooling system which can be used by others
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Flow Conditions



Schematic Diagram 
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Budget Request
there is no way to scale down significantly the costs of cooling equipment, our only options are
travel reduction and support for an undergraduate student at Purdue. Hence, to produce reduced
cost scenarios, we have been forced to search elsewhere for savings. The major category for
savings is therefore the travel costs.

Item Description Nominal 20% down 40% Down
1 CO2 Cooling $50,000 $45,000 $35,000
2 Gas $1,000 $1,000 $500
3 Travel (SBU) $15,063 $11,633 $7,017
4 Travel (Yale) $8,950 $6,170 $4,455
5 Travel (Purdue) $5,180 $2,590 $1,295

Total $ 80,193 $ 66,393 $ 48,267
Reduction -17.2% -39.8%

Table 1: Three funding scenarios are presented. The variations are whether we have a full or
partial crew to run the experiment and how long the test beam campaign will last.

The details of how the travel budget is estimated are listed in Table 2. The vehicle costs
are difficult to understand without explanation. Figure 8 showed the TPC detector set up at
Fermilab for a past beam test. This detector includes not only the field cage cylinder, but a
remote control positioning apparatus allowing the detector to be repositioned for various drift
distances, rotated around the vertical axis to simulate non-zero eta tracks, and around its own
axis to simulate low momentum tracks. These are unusual motions and are not provided by the
facility itself. Therefore, our apparatus stands directly on the floor, raises the detector to beam
height, and is very heavy. Since the detector will be moved to FNAL from FY22 funds, that
saves a lot of money for transportation.

We propose to bring many young students to the test beam (see Figure 9), and we have
found that having this crew drive a minivan or SUV from SBU is much more cost effective than
buying plane tickets. Finally, it is necessary when running 24 hour shifts to have two vehicles
for ferrying people back and forth to the hotel. Thus we require two rental cars (minivan driven
from SBU and a second car rented in Chicago) for managing transportation to and from the
hotel.

Item Description Cost
1 Vehicles and Fuel (14 day) $ 7,724
2 Vehicles and Fuel (7 day) $ 3,862
3 Hotel Rate per Room $ 155
4 per diem $ 30
5 Airfare/person (Yale) $ 190

Table 2: Assumed rates used to calculate expenses.

Table 3 shows how the reductions from the original estimate are calculated. To achieve a
roughly 25% reduction in cost we must trim the personnel who travel for test beam.

The final opportunity for cost reduction is to reduce the test beam duration from two to one
week. Users who are familiar with the Fermilab test beam will recognize that runs are quantized
by weeks. However, the available useful beam time does NOT scale linearly. The first few days
of any run are dedicated to setup and safety inspection. The last days are dedicated to packing.
Therefore the loss in running time by changing from a two week run (likely to be successful) to
a one week run (risk of failure) is close to a factor of three. The savings, do not quite achieve
the total loss of 40% but we do not see any further options to reduce the cost.

8

**External Trackers for Magnetic field Run will be arranged 
with local resources
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Item Description Request 20% Down 40% Down
1 Test Beam Duration 14 days 14 days 7 days
2 SBU Senior Personnel 2 2 2
3 SBU Junior Personnel 4 1 0
4 Yale Senior Personnel 2 2 2
5 Yale Junior Personnel 2 1 1
6 Purdue Senior Personnel 1 1 1
7 Purdue Junior Personnel 1 0 0

Table 3: Scenarios for Reduced Budgets.

5 Diversity, Equity, and Inclusion

Stony Brook University has been engaged in diversity, equity, and inclusion practices since
before the term came into common use. We are among the top few percent of school in the
country for the high percentage of students who are first-in-family to attend college. We are
also a university the strives to get undergraduates involved in research. Indeed, the general
education curriculum requires every undergraduate to get a non-classroom experience before
they may graduate. The result of these policies is shows pictorially in Figure 9.

Figure 9: Stony Brook has a long tradition of supporting diversity, equity, and inclusion. These
panels show the photos of the faculty, staff, and students present at our most recent three test
beam campaigns. Additionally, the panel in the lower right shows the at home SBU crew
celebrating a milestone in TPC construction.
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Budget basis

Figure 10: RHI group at Wright Lab, Yale University. The Yale group has also a long tradition
of supporting diversity, equity, and inclusion. Picture shows some of the current faculty, staff,
postdocs, graduate and undergraduate students.

Our test beam efforts have always included many young students with backgrounds as di-
verse as our undergraduate classes. Additionally, PI Hemmick was a member of the committee
that wrote the ATHENA charter which included a detailed policy for nurturing DEI.

6 Progress Report

Because of the delay in receiving funds for FY22, a beam test campaign has delayed. We have
been active to organize and plan during our weekly meetings and some of the accomplishments
are as follows:

• Nikhef refurbished and repaired DAQ computer.

• Nikhef wrote DAQ documentation and trained all the other groups how to run it.

• Nikhef tested and verified the functionality of the module.

• Nikhef packed the module for shipping.

• A draft of the loan agreement was written and is approved by Nikhef and under review at
SBU.

• SBU and Yale traveled to Fermilab to inspect MCenter.

• Yale is negotiating with TOAD time-of-flight regarding use of beamline PID detectors.

• We have added Purdue University as a new collaborator for the purpose of developing
cooling technology.

• Some of the possible gas mixtures have been identified by Yale group.
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1.Large numbers of students are realistic
2.We have a long tradition of respecting DEI
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Summary
๏A mini-TPC with GridPIX readout seems an ideal technology for EIC


๏Especially useful at future luminosity,


๏Robust pattern recognition against synchrotron background.


๏Data reduction/background suppression to track-lets possible in hardware.


๏Excellent PID performance at the lowest momenta and tracking performance.


๏Startup costs minimal due to existing equipment and experience.


๏Next year emphasis on developing a “deployable” configuration with CO2 cooling
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