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Roadmap
• Primer on PWA/PyPWA
• Deep Learning - Partial Wave 

Analysis (PyPWA)
• Uncertainty Quantification
• Wave Selection
• Mass Dependent
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Partial Wave Analysis
• A python-based software framework designed to perform 

Partial Wave and Amplitude Analysis with the goal of 
extracting resonance information from multi-
particle final states.

• In development since 2014 and has been significantly 
improved with each revision.  Version 4.0 with PyTorch 
library has been released.

• Efficient amplitude analysis framework including 
multithreading, CUDA support, and PyTorch libraries

• Optimizers include Minuit, Nestle, MCMC (or add your 
own!)
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Website: https://pypwa.jlab.org 
GitHub: https://github.com/JeffersonLab/PyPWA
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NIM Article
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PWA using Neural Networks
• Generate datasets using decay 

amplitudes (linear combination of 
spherical harmonics) with the 
following quantum numbers
• L = 1,2,3
• m = 0,1
• ϵR= -1,+1
• 9 total waves (“fit parameters”)
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Production Amplitudes Decay Amplitudes
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Tools of the Trade
• Python 3.10 – Anaconda

• Keras/TensorFlow – NN Libraries
• Pandas/Numpy – Data Handling 
• Matplotlib –  Visualization
• Uproot – Native Python ROOT Library (J. Pivarski)
• Optuna – Hyperparameter optimization library

• Institutional GPU nodes or those through Jefferson Lab
• Either through Jupyterhub or interactively using slurm to request a node

• Several institutions with Nvidia V100 and A100 Cards (NSU/JLAB)

• Several machines with 4 NvidiaTitan RTX GPUs and some with 14 Nvidia T4 GPUs

Example Training Script



MLP Results
• We compare the intensity 

function and compare it to 
the model prediction

• Model Architecture:
• 128x128 2D histogram as input
• 9x128 Dense Layers – RELU 

activation
• 9 production amplitudes as output

• In order to deal with the vast 
amounts of data we used 
generators to generate data 
for each epoch on the fly
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Useful Tools: Generators, 
Complex Valued Deep Learning

Input 
Histogram

Output - Production 
Amplitudes



Autoencoder for PWA

Python PWA Model

Latent Space – Production Amplitudes

Input Histogram Output Histogram

Calculate Loss – MSE of histograms
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Unsupervised learning!



Autoencoders for PyPWA
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• Encoder portion is a 
standard MLP, but 
without labels!

• Decoder is a PyPWA 
model that takes in 
production amplitudes 
and produces a 
histogram

• Autoencoders 
dramatically improved 
the accuracy!

• Even works well for 
noisy data



Mass Dependent Autoencoder work for PWA

Python PWA Model

Latent Space – Production Amplitudes Output Histogram
(20x) Histograms

Latent Space p.2 – Resonance Mass and Width

Input Histogram
(20x) Histograms

Input Histogram
(20x) Histograms Input Histogram

(20x) Histograms

Calculate Loss – MSE of 20 histograms
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• With a CONV3D input 
to our autoencoder we 
see a good agreement 
with the generated 
data and inference 
from our neural 
networks

• Shown on the right are 
three different tests 
with randomly 
generated 
data/resonances
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Results
Crosses – Generated
Circles – Inference



Uncertainty Quantification - VAE
• For uncertainty 

quantification we are using 
Variational Autoencoders 
(VAE) with some success

• Traditional (hybrid) 
autoencoder performs 
better for now

• Future work could involve 
some constraints to 
resolve ambiguities and 
allow better fits
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Ambiguities appear 
as rotations/sign flips  



Wave Selection DNN
• One of the problems that is 

regularly seen in PWA is choosing 
the right waves to use in your fit

• We simplified the regression 
problem we have posed in earlier 
slides to create a tool that could be 
used to select which waves are 
present

• Multi-label classification
• May be used as a part of an 

ensemble
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Preliminary results: 
79% accuracy in selecting the 
right set of waves (Lmax=2)
96.3% wave/"digit"-wise accuracy



Summary
• We have been able perform PWA “fits” with neural networks
• Autoencoders dramatically improved the performance
• Variational autoencoders were tried with some degree of 

success for uncertainty quantification
• Future work includes continued work on hyperparameter 

optimization, uncertainty quantification, wave selection, and 
symbolic regression for PWA
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Many thanks to the EPSCI and Data Science group at JLab!
David Lawrence, Thomas Britton, Malachi Schram, Kishansingh Rajput



Future Work

Tuesday, June 18th, 2024 NSTAR 2024 - Deep Learning for PWA:  W. Phelps 14

London Underground (Kings Cross) advertisement for LLMs



Thanks!

Tuesday, June 18th, 2024 NSTAR 2024 - Deep Learning for PWA:  W. Phelps 15



Backup
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The Mass-Dependent Generator

Histogram
Generator

Breit-Wigner Coefficients 
(Mean, Width)

Set of 
Histograms 

Binned in Mass
(3D-Histogram)

Production Amplitudes 
(Complex)Randomly Generated Event

(Currently One Resonance per Wave)
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