
DVCS EXPERIMENTS 
FROM JEFFERSON 

LAB TO THE EIC
CHARLES E. HYDE

OLD DOMINION UNIVERSITY

Generalized Parton Distributions and Global Analysis
12-14 June 2023



HALL A/C DVCS & 𝜋0 AT 12 GEV

• E12-06-114 
• DVCS: F.Georges et al, Phys.Rev.Lett. 128 (2022) 25, 252002
• Deep 𝜋! Phys.Rev.Lett. 127 (2021) 15, 152301
• 50% complete, 38 PAC days added to Hall-C NPS in Jeopardy review

• NPS Run August 2023-March 2024
• E12-13-010 Hydrogen (53 days)
• E12-22-006: Deuterium (44 days)

• Future NPS runs on Wide Angle (real) Compton Scattering
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HALL A/C PAST, PRESENT,  and FUTURE DVCS 

• Mostly to be completed by 2024
• Possibly ~40 days still pending after 

first NPS run.

• Some kinematic adjustments for 
actual beam energies (e.g. 10.4, 
10.6 GeV, rather than 11 GeV)
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HALL A 12 GEV DVCS RESULTS: 
F.Georges et al, Phys.Rev.Lett. 128 (2022) 25, 252002

• Analyzed in terms of W.Braun, et al formalism.
• Light cone defined by q & q’ (virtual photon and emitted real photon)

•  Helicity CFFs: 𝐻!"!. 𝐸!"!. #𝐻!"!. $𝐸!"!
• Hypothesis:  at fixed xB , each CFF is independent of Q2 

• Neglect QCD evolution

• All higher-twist effects are contained in helicity flip CFFs: 

• Real & Imaginary parts of CFFs extracted from Ee, Q2, 𝜙!! dependence of kinematic factors at 
fixed xB
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HALL A DVCS RESULTS @12 GEV

• Helicity conserving terms e.g. ℋ!! shown, 
error bands include effects of ℋ"! and ℋ#! 
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correlating the transverse spatial and longitudinal momen-
tum distributions of quarks and gluons inside the proton,
leading to a sum rule for the separate contributions of quarks
and gluons to the spin of the proton [1].
The ep scattering kinematics in the Bjorken limit define

a preferred longitudinal axis (up to ambiguities of order
t=Q2). Light cone momenta P! ¼ ðP0 ! PzÞ=

ffiffiffi
2

p
and light

cone helicities of the external particles are defined with
respect to this axis. The variables x! ξ are the light cone
momentum fractions of the initial and final active quark.
The variable ξ is kinematic: ξ ≈ xB=ð2 − xBÞ, whereas x is
integrated from −1 to 1 as a consequence of the implied
quark loop. The experimental ep → epγ scattering ampli-
tude is the coherent sum of the Compton amplitude and the
Bethe-Heitler (BH) amplitude, wherein the real photon is
emitted by the incoming or the scattered electron, as
illustrated in Fig. 1.
In this analysis of the Jefferson Lab Hall A experiment

E12-06-114, we follow the Braun-Manashov-Müller-
Pirnay (BMMP) formalism [6], wherein the longitudinal
axis is defined in an event-by-event frame in which the
three vectors q and q0 are colinear. More generally, the light
cone is defined by null vectors q0 and q − q0=ð1 − t=Q2Þ. In
this reference frame, the leading four Compton amplitudes
conserve the light cone helicity of the photons. The proton
helicity dependence of the Compton amplitude is expressed
through the definition of four chiral-even Compton form
factors (CFFs) (Hþþ, H̃þþ, Eþþ, Ẽþþ), which are con-
volution integrals of the four corresponding GPDs. Each
CFF is associated with a unique nucleon-spinor matrix
element of, e.g., γþ; γþγ5;….
The reduction of the twelve Compton amplitudes to just

four amplitudes, as first described in [3] is a profound
simplification. Nonetheless in the range of Q2 and xB
currently accessible, the remaining eight chiral-odd photon
helicity-flip Compton amplitudes, while small, cannot be
completely neglected.
The HERMES Collaboration performed extensive mea-

surements of single- and double-spin DVCS asymmetries

[7–9]. The H1 [10] and ZEUS [11] Collaborations mea-
sured the DVCS cross section over a broad range ofQ2 and
W2 at low xB. The Jefferson Lab CLAS Collaboration has
measured DVCS beam spin asymmetries and cross sections
[12–14] and longitudinally polarized target asymmetries
[15–17]. Recent experimental studies on DVCS show that
the contributions of the chiral-even GPDs dominate the
DVCS amplitude already at Q2 values as low as 1.5 GeV2

[13,18,19]. However, dynamic terms involving a photon
helicity flip are not negligible, even though they are
nominally suppressed by powers of ðt;M2Þ=Q2 [20].
This Letter reports the results of experiment E12-06-114,

which ran in Hall A at Jefferson Lab in the fall of 2014 and
in 2016. Concurrent data on ep → epπ0 were published in
[21], which also includes additional experimental and
analysis details. Table I shows the nine kinematic settings
in Q2 and xB at which the DVCS cross sections were
measured. For each setting, the data are binned in t and the
azimuth ϕ of the detected photon q0 around the direction of
q, as defined by the “Trento convention” [22].
The longitudinally polarized electron beam impinged on

a 15-cm liquid hydrogen target. The beam current was
adjusted between 5 and 15 μA, depending on the kinematic
setting, in order to maintain dead time below 5%. The Hall
A Møller polarimeter measured an averaged beam polari-
zation of 86! 1%. The Hðe⃗; e0γÞX reaction was the main
trigger of the data acquisition system. The scattered
electron was detected by a coincidence signal between
the scintillators and the Cerenkov detector of the left high-
resolution spectrometer (HRS) [23]. The electron identi-
fication was further refined off-line by the use of a Pb-glass
calorimeter in the HRS. The outgoing photon was detected
by a dedicated highly segmented PbF2 electromagnetic
calorimeter. The analog signal from each of the 208
calorimeter channels was recorded over 128 ns by
1 GHz digitizing electronics based on the analog ring
sampler (ARS) chip [24,25]. Following an HRS electron
trigger (level 1), calorimeter signal sampling was stopped.
Waveform digitization was validated by a level-2 trigger

TABLE I. Main kinematic variables for each of the nine ðQ2; xBÞ settings where the DVCS cross section is reported. Eb is the incident
electron energy, Eγ and −tmin correspond to a final state photon emitted parallel to q ¼ k − k0 at the nominal Q2, xB values listed. For
each setting, the cross section is measured as a function of t (3 to 5 bins depending on the setting) and in 24 bins in ϕ. The accumulated
charge, corrected by the acquisition dead time, is listed in the row labeled

R
Qdt. The last row of the table indicates the number of

statistically independent measurements (bins) for each xB setting, including helicity dependence.

Setting Kin-36-1 Kin-36-2 Kin-36-3 Kin-48-1 Kin-48-2 Kin-48-3 Kin-48-4 Kin-60-1 Kin-60-3

xB 0.36 0.48 0.60
Eb (GeV) 7.38 8.52 10.59 4.49 8.85 8.85 10.99 8.52 10.59
Q2 (GeV2) 3.20 3.60 4.47 2.70 4.37 5.33 6.90 5.54 8.40
Eγ (GeV) 4.7 5.2 6.5 2.8 4.7 5.7 7.5 4.6 7.1
−tmin (GeV2) 0.16 0.17 0.17 0.32 0.34 0.35 0.36 0.66 0.70R
Qdt (C) 1.2 1.7 1.3 2.2 2.2 3.7 5.7 6.4 18.5

Number of data bins 672 912 480
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applying similar multidimensional cuts (R cuts, [26]) on
both the experimental and simulated data.
Deep inelastic scattering data were taken simultaneously

to the main DVCS data using an ancillary trigger for all
kinematic settings, which allowed a monitor of the scat-
tered electron detection efficiency and acceptance [21]. The
total systematic uncertainty of the DVCS cross-section
measurements includes the uncertainty on the electron
detection and acceptance, the luminosity evaluation, the
uncertainty on the photon detection, and the exclusivity.
Radiative corrections are included in the analysis based on
calculations of [27] and using the procedure described in
detail in [21].
Figure 3 shows a sample of the cross section measured at

each of the xB settings. See Supplemental Material [28] for
the full set of data. The azimuthal dependence of the cross
section is fit using the BMMP formalism [6], and the
contribution from the BH-DVCS interference and DVCS2

contributions are shown along with the BH cross section.
The BMMP calculation includes kinematic power correc-
tions ∼t=Q2 and ∼M2=Q2 that were proven to be important
at these kinematics [20]. The cross section is expressed as a
function of helicity-conserving CFFs (Hþþ, H̃þþ, Eþþ,
and Ẽþþ), longitudinal-to-transverse helicity-flip CFFs
(H0þ, H̃0þ, E0þ, and Ẽ0þ), and transverse helicity-flip
CFFs (H−þ, H̃−þ, E−þ, and Ẽ−þ). For each GPD label, the
subscripts λ, λ0 refer to the light cone helicity of the initial
(virtual) and final (real) photon, respectively. In this
formalism, the light cone is defined by linear combinations
of qμ and q0μ. Our whole dataset has been fitted using this
complete and consistent scheme, with the real and imagi-
nary part of all these CFFs being the free parameters (a total
of 24) of the fit. All kinematics bins inQ2 and ϕ at constant
ðxB; tÞ are fitted simultaneously, however possible QCD
evolution of the CFFs as functions of Q2 is not considered.
While the number of fit parameters is large, the high

accuracy of the data allows to simultaneously extract all the
helicity-conserving CFFs with good statistical uncertain-
ties. Figure 4 shows the real and imaginary part of all four
helicity-conserving CFFs as a function of xB averaged over
t. These results represent the first complete extraction of all
helicity-conserving CFFs appearing in the DVCS cross
section, including the poorly known Eþþ and Ẽþþ. The
state-of-the-art GPD parametrization KM15 [29] that
reproduces worldwide DVCS data show a reasonable
agreement but fail to describe Eþþ and Ẽþþ accurately.
As first demonstrated in [20] and described theoretically

in [30], the measurement of the DVCS cross section at two
or more values of the ep center-of-mass energy

ffiffiffi
s

p

provides statistically significant separation of the real
and imaginary parts of the BH-DVCS interference term
as well as the DVCS2 contribution in the cross sections for
polarized electrons. A new analysis [31] of all previous
JLab DVCS data followed a similar procedure, and

obtained flavor-separated Compton form factors, after
inclusion of our recent neutron DVCS data [32]. In the
present analysis, realistic error bands on the chiral-evenCFFs
are obtained by explicit inclusion of higher-order terms (e.g.,
H0þ, H−þ, etc.) in the cross section fit, with these terms
primarily constrained by inclusion of higher Fourier terms in
the azimuthal variableϕ. Although the extracted values of the
helicity-flip CFFs are largely statistically consistent with
zero, the statistical correlations between all of the CFF values
at fixed xB are essential to obtaining realistic experimental
uncertainties. Figure 5 illustrates for setting xB ¼ 0.60 the
values of CFFs as a function of t obtained when the fit
includes only the helicity-conserving CFFs (red points)
and when both helicity-conserving and helicity-flip CFFs
are included (black points). One can see that fitting only
helicity-conserving CFFs significantly underestimates their
uncertainties.
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FIG. 4. Values of the helicity-conserving CFFs, averaged over t,
as a function of xB. Bars around the points indicate statistical
uncertainty and boxes show the total systematic uncertainty. The
fit results of previous data [19] at xB ¼ 0.36 are displayed with
the open markers. The average t values are −0.281 GeV2 [19]
and −0.345, −0.702, −1.050 GeV2 at xB ¼ 0.36, 0.48, 0.60,
respectively. The solid lines show the KM15 model [29].
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DEEP 𝜋0

• Hall A 6 GeV L/T separations show Transverse-dominance
• T-enhancement from 𝜒SB: Liutti et al, Goloskokov &Kroll

• Access to Transversity GPDs

• Supported by 𝜀𝜎L+𝜎T, 𝜎TL , 𝜎TT results from CLAS

• 12 GeV L/T separations planned with NPS run 2023-2024

• Flavor separations from D + H data and 𝜂-production (CLAS)
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DVCS @ CLAS12

• RG-A Hydrogen Target (200 days approved, plus RG-K)
• ~50% of data acquired

• RG-B Deuterium Target (90 days approved)
• ~50% of data acquired

• RG-C Longitudinally polarized LH3 and LD3 (80 days approved).
• 100% data taking completed March 2023

• RG-L “ALERT” active and/or spectator tagging for n/p DVCS and coherent DVCS 
on D, He targets.
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CLAS12: 
RUN GROUP A:

• H(e,e’p𝛾)
• ~50% of available statistics, 

~25% of total projected statistics

12 June 2023C. Hyde 8separation to access the purely DVCS terms in the scatter-
ing amplitude.
Although representing only 25% of the beam time

allocated to the CLAS12 experiment for DVCS on an
unpolarized proton, these new results are already sta-
tistically competitive with the entire 6 GeV program, as
demonstrated by the reweighting technique. In the terra
incognita, which forms the great majority of the phase
space covered by the new measurement and accounts for
almost 89% of the points, while GPD models seem to be in
fair agreement with the newly collected data, some tension
can be seen with the KM15 global fit. This illuminates the
need for the inclusion of the new data, which have greatly
enriched the world set, extending the probed phase space in
the valence region with high-precision measurements, and
promise to provide both very significant constraints for
global fits across new kinematic ranges and a crucial means
of validating and refining GPD models. All data points can
be found in the Supplemental Material [40].
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FIG. 5. Beam-spin asymmetries for bins only reachable with a ∼10 GeV electron beam, compared with the KM15, GK, and VGG
GPD models. The kinematics listed are approximate; point-by-point kinematics are available in the tables of the Supplemental Material
for the full dataset [40]. In the last bin, Hall A asymmetries have been computed from the data published in [22] at Q2 ¼ 5.36 GeV2,
xB ¼ 0.48, and t ¼ −0.51 GeV2.
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cone angle, for the determined π0 contamination, the
negligible contribution of η production (estimated with
the same method), and the DVCS-BH sample after meson-
background subtraction.
The π0 contamination was determined for each helicity

state, thus entangling the π0 beam-spin asymmetry in the
subtraction from the distributions passing the DVCS
selection, which was done on a bin-by-bin basis. In
addition to the statistical uncertainty induced by the
subtraction of the π0 events, the systematic uncertainty
related to it is given for each bin by

ΔA ¼
σf × ðAraw − AπÞ

ð1 − fÞ2
; ð2Þ

where f is the fraction of contamination, σf is the
associated uncertainty, and Araw and Aπ are the asymmetries
prior to π0 contamination subtraction and of the subtracted
π0 contamination, respectively. Using Monte Carlo simu-
lations with two different π0 event generators (DVCSGEN
[32,33] and AAO_RAD [34]), we estimated σf ¼ 0.1 × f.
As the π0 statistics may not be high enough to derive its
beam-spin asymmetry with accuracy, Aπ was set to 0 for a
conservative estimate of the systematics. Since the fraction
of contamination depends on exclusivity cuts as well as on
the ratio between the DVCS and π0 cross sections, and thus
varies from bin to bin, the systematic uncertainty was added
quadratically to the statistical uncertainty of the DVCS
beam-spin asymmetry.
The detection of the scattered lepton in ep → e0p0γ

allows one to describe the reaction kinematics in terms of
the variables Q2 ¼ −q2 ¼ −ðk − k0Þ2 and xB ¼ Q2=ð2qNÞ
(see Fig. 1). The variables t and ϕ (the angle between the
leptonic and hadronic planes in the process) were computed
using the scattered lepton kinematics and the direction of
the photon, the latter being a well-reconstructed quantity.
As shown in Fig. 3, there are 16 bins covering the Q2=xB
phase space. Each Q2=xB bin was further subdivided into
4 bins in tminðQ2; xBÞ − t, with tminðQ2; xBÞ the minimal

squared momentum transfer. An adaptive binning was
implemented for the variable ϕ, as the cross section exhibits
a steep dependence on this variable. The widths of the ϕ
bins were allowed to vary, chosen to optimize the statistics
in each bin, while, on the one hand, remaining above
the ϕ resolution and, on the other hand, keeping the bins
sufficiently narrow to minimize acceptance effects. For
each Q2=xB=t=ϕ bin, the averaged kinematic values were
computed, corrected for the π0 contamination bias.
Detector acceptance and fiducial cuts applied for particle
selection result in a non-negligible variation of xB and t,
which can be observed as a function of ϕ. Thus, the average
kinematics are not necessarily the same for neighboring
ϕ bins.
Radiative effects, where either a soft photon was radiated

by the incoming or outgoing electron, or there was a
QED loop involving the virtual photon vertex, were
considered and corrected for. These effects may result in
bin migration—where the reconstructed kinematics of an
event differ from the true kinematics at the vertex. The bin
migration was corrected by deriving a migration matrix
from a Monte Carlo simulation using a DVCS event
generator that included soft photon radiation, based on
the calculations by Akushevich and Ilyichev [33].
Results.—In total, the beam-spin asymmetry was

obtained for 64 bins in Q2, xB, and t, each of which
contained between 10 and 33 bins in ϕ, separately for the
two datasets obtained with a beam energy of 10.2 and
10.6 GeV. These datasets provide a tremendous addition to
the world data. In order to put the results of the CLAS12
datasets into perspective, we will refer to two studies
performing global fits, prior to the inclusion of the current
data, using very different approaches. The first study has
been performed by Kumericki et al. and is based on a
GPD-hybrid model [35], with sea partons described by a
Mellin-Barnes partial-wave expansion, while dispersion
relation techniques are applied to the valence region.
The few parameters of the model are then fitted against
most of the DVCS data available, yielding the KM15
model. The second approach, developed by the PARTONS
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EIC DESIGN ep LUMINOSITY

• Full Luminosity with 
Strong Hadron Cooling 
(SHC)

• https://doi.org/10.1842
9/JACoW-IPAC2022-
WEIXGD1 “Collisions 
will occur at a range of 
center-of-mass energies 
between 29 GeV and 
140 GeV”

In ESR, the single bunch instability threshold is above
the requirement for stable operation. Beam-induced heat-
ing is a problem. Many components require water cooling.
The beam-beam interaction provides a large tune spread to
Landau damp transverse coupled-bunch [29] and ion insta-
bility [30]. The proton beam emittance growth is sensitive
to the electron bunch arrival time jitter in the crab cavities.
Therefore, a longitudinal damper is needed to limit coherent
longitudinal beam oscillation in the presence of longitudinal
coupled bunch instability [31].

With the current RHIC beam pipe, HSR is vulnerable
to electron cloud instability and high resistive losses from
beam-induced currents. The vacuum chamber of the HSR
superconducting magnets and their cold interconnects will
be updated with a beam screen to present sufficiently low
impedance and low SEY [32].

Crab cavities produce a time varying horizontal kick that
can lead to transverse coupled bunch instabilities. Figure
9 shows the growth rate of the transverse coupled bunch
mode for a crab system with an external 𝑄 = 3 × 10ҿ. An
effective way is to add sufficient RF feedback to the crabbing
RF system. Feedback with 𝑄eff = 600 appears adequate for
the ESR crab cavities. In HSR, the adequate feedback is𝑄eff = 300 for 197 MHz, and 𝑄eff = 600 for 394 MHz [33].

Figure 9: Growth rate versus horizontal fractional tune for
the transverse coupled bunch mode of a crab system with an
external 𝑄 = 3 × 10ҿ, for 275 GeV protons with 3 different
physical models. The blue line is the ratio of the transverse
resistance to the peak value of the transverse resistance.

The number of macroparticles can influence the results of
a simulation. In EIC, with no radiative damping, the depen-
dence of the growth rates on the number of macroparticles
has to be included in realistic studies. Figure 10 simulates
the momentum spread versus the beam intensity in the pres-
ence of the longitudinal wake field for 5 GeV electrons. The
actual momentum spread can be obtained by extrapolating
the number of macroparticles to real particle numbers [34].

STRONG HADRON COOLING
To maintain a luminosity of 10ӗͳ cm−ӝs−џ, it is neces-

sary to cool the hadron beams to balance emittance growth
rates due to Intrabeam Scattering (IBS) thereby allowing to
keep the same hadron beam for long collision runs. With
the parameters in Table 1, IBS longitudinal and transverse

Figure 10: Simulation results for the RMS momentum
spread versus beam intensity with different numbers of
macro-particles.

growth times are 2−3 hours. The cooling time must be equal
to or less than the diffusion growth time from all sources.
Strong Hadron Cooling (SHC) will boost the luminosity in
the range of EIC by a factor of 3 − 10, as shown in Fig. 11.

Figure 11: EIC electron-proton peak luminosity versus
center-of-mass energy.

SHC is realized in the form of micro-bunched elec-
tron cooling. This scheme is essentially a high-bandwidth
stochastic cooling system, with an electron beam acting as
the pickup and kicker, and a micro-bunch instability used to
amplify the imprint the protons leave on the electron beam
in the pickup section. Accelerator design of the SHC is
underway [35, 36].
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PROTON DVCS @ EIC

• ECCE Simulations epàep𝛾
• Acceptance in –t<0.25 GeV2 is 

achieved with special “high 
acceptance” tune (larger 𝛽*) 
to reduce angular spread at 
target. Factor of ≥2 lower 
Lumi.

• To my knowledge, no 
detailed simulations of CFF 
sensitivity yet.

• Longitudinally  & 
transversely polarized 
protons!
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Figure 31: DVCS photon acceptance in the backward (green), barrel (blue),
and forward (grey) ECAL’s, as a function of pseudorapidity. The red dotted
line shows the distribution of (generated) DVCS photons

struction from e0 + �, while the second corresponds to the more
standard definition, which is t = (p � p0)2. During the study,
both methods gave comparable results. We chose to complete
the study with the latter method because the former is subject
to significant radiation correction which is poorly understood
at the current stage (larger uncertainty at certain kinematics re-
gions).

Simulation of the current detector configuration exhibits
good performance for photon detection. Fig. 31 presents the
acceptance as a function of ⌘ of the real photon for the highest
beam setup of 18x275. The acceptance is defined as the ratio
of reconstructed photons in the calorimeters to the number of
generated photons in the MILOU3D generator.

Contrary to the photon acceptance, which exhibits similar be-
havior from the lowest to the highest beam configurations (the
minimum energy of DVCS photons must be much higher than
the detection limit of the calorimeters), in the proton case the
acceptance is very sensitive to the beam energies. The recoil
proton acceptances of the B0 spectrometer and Roman Pots for
di↵erent energy configurations as a function of the momentum
transfer to the proton t = (p � p0)2, for each energy configura-
tion studied, are shown in Fig. 32. The resulting �t acceptance
is shown to be very wide, continuous, and extends to low-t.
Such a wide coverage is essential for the precision extraction of
the transverse position distributions of quarks and gluons inside
the nucleon. It is also worth noting, that for the highest beam
setup, the minimal �t value is limited by the beam size and the
mandatory gap between Roman Pots and the beam.

The full exploration of nucleon GPDs will require multi-
dimensional measurements of the ep-DVCS di↵erential cross-
section in Q2, xB, t and the azimuthal angle � between the lep-
ton and hadron planes in the initial hadron rest frame. Fig. 33
shows the projected precision and coverage of ep-DVCS dif-
ferential cross-section measurements for several beam energy
configurations and in multi-dimensional bins of Q2, xB and t,
whilst due to the aforementioned MILOU3D limitation the �
dependence is integrated. The uncertainties of the di↵erential
cross-section are based on the expected integrated luminosity

Figure 32: Acceptance for DVCS protons as a function of �t in the far-forward
detectors for di↵erent beam energy configurations. The inserts show the �t
distributions of generated events.

of L =10 fb�1.

Figure 33: Projected DVCS di↵erential cross-section measurements as a func-
tion of the momentum transfer �t for di↵erent bins in Q2 and xB. The assumed
integrated luminosity is 10 fb �1 for each beam energy configuration.

4.4.3. Summary
To summarize, our study shows that the ECCE detector is

suitable to deliver a wide Q2 and xB coverage for the ep-DVCS
process with reasonable statistical uncertainties. Additional
studies must be performed with a fully realistic implementa-
tion of the far-forward region of the detector, due to the large
proton acceptance sensitivity in this reaction. The Roman Pots
must be su�ciently separated from the beam (⇠ 10� accord-
ing to YR), in order to avoid saturation and radiation damage.
This issue will be addressed in future work, through the study of

25



EIC ep and eA LUMINOSITY
• W.Fischer, IPAC2021

“High Acceptance” tune require to achieve low-t acceptance for DVCS
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Figure 1: EIC e-A luminosity !4# for # = p, d, h, Cu, Au and U beams, all with Strong Hadron Cooling. Part (a) shows
the luminosities for the High Acceptance limits imposed on the angular beam spreads f0

�,G,H,max at the Interaction Point
(Table 2), and part (b) for the High Divergence limits. With Strong Hadron Cooling the peak and average store luminosity
are close. The e-p reference case data are taken from Ref. [1].

RESULTS
In electron-ion collisions it is critical to detect all pos-

sible particles, and especially those with small transverse
momentum ?C . The dominant operating mode will therefore
be the High Acceptance mode, and the limits for the angular
rms spread at the IP f�,G,H,max will constrain the maximum
luminosity. There likely will also be cases where the High
Divergence mode is required, with which more luminosity
can be delivered.

With Roman pots at B = 25 m from the IP, a distance of
the Roman pots of 10 fG,H from the beam center, and the
ability of detecting particles with ?C as low as 50 MeV, the
HA limits shown in Table 2 result. The f0

�,G,H,max limits,
and correspondingly the luminosity, may be increased with
a di�erent Interaction Region (IR) optics with a secondary
focus.

Figure 1 shows the maximized peak luminosity over the
full EIC energy range for the ion species listed in Table 1
together with the e-p case for reference [1]. With Strong
Hadron Cooling the average store luminosity will be close
to the peak luminosity. Part (a) shows the luminosities for
the range of ion species for the main e-A mode with HA,
and part (b) for the HD mode with higher luminosities. In
the HA mode the luminosity is constrained by 8 limits si-
multaneously, and in the HD mode by 9 limits (Table 2).
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NEUTRON DVCS @ EIC

• Polarized 3He (longitudinal & transverse, ~80%)
• Di-proton spectators from neutron DVCS in 3He emerge near 0deg with 

rigidity (P/Q) = 66% of beamàdetected in “Off Momentum Trackers in far-
forward region ≥ 20m from IP

• Active neutron detectable in ~4mr cone --> -D2<0.5 GeV2 at 183 GeV/n.  
Possible veto of breakup channels.

• Un-polarized deuteron beams are a day-one feature
• Polarized d is an upgrade dream, but not impossible.
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NUCLEAR DVCS @ EIC
• The EIC ion storage ring determines the magnetic rigidity P0 of a stored ion.

• Total ion momentum is ZP0

• Final focus quads & emittance determine angular spread 𝜎(𝜃) ≈ 0.3 mrad at IP.
• Ion rms PT = ZP0 𝜎(𝜃):  Completely washes out diffraction patterns of nuclei.

• Reconstruct momentum transfer to nucleus without nuclear detection.

• Rapidly lose ability to detect recoil nuclei at reasonable Δ2 values

• Exclusive Vector meson production.  Channels with all charged particles:
• (e,e’ 𝝆à𝜋+𝜋–),  (e,e’ 𝜙àK+K–), (e,e’J/𝛹àe+e– or μ+μ–)

• Directly measure Δμ=(k–k’–V)μ with central tracker

• DVCS:  AZ(e,e’𝛾) AZ feasible only with excellent 𝛾-resolution 
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NUCLEAR DVCS WITH A 2ND 
EIC DETECTOR

• Downstream focus in ion beam line 
enables tagging/veto  of all possible 
breakup nuclei of beams from D to 
Zr, and all A-2 daughters up to U.

• 2nd detector offers opportunity for 
high resolution EMCal in barrel
• Black points show PbWO4 resolution
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𝛼DVCS

• TOPEG event generator
https://gitlab.in2p3.fr/dupre/nopeg
10 GeV e–⊗ 137.5 GeV per nucleon

• DELPHES FastMC: hypothetical 
PbWO4 EMCal for 𝜂<0

• Systematic uncertainty in 
reconstructed cross section 
estimated by varying EMCal 
resolution by ±10%

• Error bars from uncertainty of 
bin-migration remain small.
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NUCLEAR DVCS SIMULATIONS

• Need new MC event generators
• TOPEG is great, but infinitely slow if Re[CFF] is included

• Need generators (even simplistic) for a range of nuclei
• 12C, 16O, … 40,48Ca, … Zr, Pb

• The significance of the veto powers of the 2nd focus in IR-8 (2nd Detector) 
grows rapidly with Z.

12 June 2023C. Hyde 16



DOUBLE DVCS

• Severely Count Rate limited
• Best case (my opinion) low Q2, “measure” slightly off diagonal, i.e. x=±(𝜉-𝜀): 
𝐺𝑃𝐷(𝜉(, 𝜉, 𝑡) ± 𝐺𝑃𝐷(− 𝜉( , −𝜉, 𝑡)	

• GPD has discontinuity in slope at x=±𝜉 (D-term)
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CONCLUSIONS

• Need to understand/control impact of higher-twist observables
• We will always only have a discrete number of local averages of 

CFFs from experiments
• Need a realistic assessment of possible constraints on GPDs from data, 

Lattice QCD, etc.

• Also consider the physics content of the CFFs themselves:
Transitions amplitudes (not probabilities) of x+𝜉 à x–𝜉
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MORE SLIDES
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FORWARD TAGGING IN EPIC

• Proton DVCS detected by insertable `Roman Pot’ (RP) trackers, 
fixed `Off Momentum Detectors’ (OMD), and/or B0 (dipole) tracker

• Spectator protons from e.g. 3He in RP or OMD

12 June 2023C. Hyde 20

Detector placement – OMD

IP
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Hall A 12 GeV DVCS: cross sections
xB=0.36      xB=0.48          xB=0.60

• Dataset sample - 
multidimensional 
binning: 
3 xB bins ´ 
2-4 Q2 bins ´ 
3-5 t bins ´ 
24 f bins

• More than 2000 
data points in Q2, 
xB, t and f


