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Background: Electron-Nucleon Scattering

• Scattering cross section (early version of one photon 
exchange): considering finite charge distribution

• Nucleon Vertex:

• F1 -> Dirac FF (helicity conserving) and F2 -> Pauli FF 
(helicity non-conserving)

• Rosenbluth Formula
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Form Factor(FF)-> |F(q)|2

For elastic scattering:
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In the static limit (Q2=0):
F1p = 1, F2p = 𝜅p
F1n = 0, F2n = 𝜅n



Background: Electron-Nucleon Scattering

• Sachs Form factors (FF):

• Virtual photon polarization:

• Form Factors describes the internal structure of nucleon in terms of charge and 
magnetization distribution, and study on form factors started from 1950’s.
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In the limit (Q2=0):
GEp = 1, GMp = μp
GEn = 0, GMn = μn



Motivation

• Understanding the internal structure of nucleons precisely (for both proton and neutron)
• Test of nuclear models (VMD, pQCD, DSE…)
• Powerful tool to understand non-perturbative QCD
• Information of hadron structure as first moment of GPD
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Motivation: Flavor Decomposition
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strange matrix elements at higher Q2, but note that ex-
isting data constrains at least some models to negligible
values at the Q2 range of interest [15]. While we cannot
evaluate the matrix elements of u�µu and d�µd explicitly,
from symmetry considerations we know that the matrix
element shown in Eq. 1 must have the form (considering
the proton for definiteness)

J
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F p
2 (Q

2)

�
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where p(k) and p(k0) are the proton Dirac spinors for the
initial and final momenta k and k0, respectively. The def-
inition of the neutron form factors F n

1 (Q2) and F n
2 (Q

2)
follows similarly.
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FIG. 1: The ratio of the Pauli and Dirac form factors, multi-
plied by Q2, S =Q2F2/F1, vs. the negative four-momentum
transfer squared Q2. The upper panel shows Sp for the proton
and Sn for the neutron using data from Refs.[16-21], as well as
the curves of the prediction [12]: ln2[Q2/⇤2] for ⇤=300 MeV
which is normalized to the data at 2.5 GeV2. The bottom
panel shows the individual flavor quantities Su and Sd for the
u and d quarks, respectively.

The JLab data for Gp
E
/Gp

M
from Refs. [6] were used to

plot Sp ⌘Q2F p
2 /F

p
1 in the upper panel of Fig. 1, which

also shows the prediction [12] with ⇤ = 300 MeV. Data
on Gn

E
/Gn

M
for the neutron up to Q2=3.4 GeV2 were re-

cently published by Riordan et al. [16]. For the first time,
it is possible to examine the behavior of the neutron ratio
F n
2 /F

n
1 in the same Q2 range as that where the interest-

ing behavior was first seen for the proton [6]. Using the
data of Riordan et al. as well as those of Refs.[17-21], we
also show in Fig. 1 the quantity Sn ⌘Q2F n

2 /F
n
1 . Scaling

of Sn is clearly not evident at the lower Q2 values shown,
although the data do not rule out this type of behavior
at a moderately higher Q2.

Thus far, by discussing F p(n)
1 and F p(n)

2 we are ex-
plicitly examining the behavior of the matrix element of
the electromagnetic operators ( 23u�µu+ �1

3 d�µd) in the
proton (neutron). If we assume charge symmetry (thus
implying hp|u�µu|pi = hn|d�µd|ni), it is possible to per-

form a flavor decomposition of the form factors F p(n)
1

and F p(n)
2 , and construct form factors corresponding to

the matrix elements of u�µu and d�µd individually [22].
Here we use the relations

Fu
1(2) = 2F p

1(2) + Fn
1(2) and F d

1(2) = 2Fn
1(2) + F p

1(2).

In what follows, we use the (usual) convention that Fu
1(2)

and F d
1(2) refer to the up and down quark contributions

to the Dirac (Pauli) form factors of the proton. At Q2=0,
the normalizations of the Dirac form factors are given by:
Fu
1 (0) = 2 (F d

1 (0) = 1) so as to yield the normalization
of 2 (1) for the u (d)-quark distributions in the proton.
The normalizations of the Pauli form factors at Q2=0 are
given by F q

2 (0) = q, where u and d can be expressed
in terms of the proton (p) and neutron (n) anomalous
magnetic moments as

u ⌘ 2p + n = +1.67 and d ⌘ p + 2n = �2.03.

Having defined the flavor-separated Dirac and Pauli
form factors, we can also define the quantities

Su ⌘ Q2F u
2 /F

u
1 and Sd ⌘ Q2F d

2 /F
d
1 ,

which we have plotted in the bottom panel of Fig. 1. Each
individual data point corresponds to an experimental re-
sult onGn

E/G
n
M from Refs.[16-21]. Only the uncertainties

in the ratio Gn
E
/Gn

M
are included in the error bars of the

flavor-separated results because the other form factors
(calculated with the Kelly fit [23]) are known to much
higher accuracy, albeit dependent on the particular pa-
rameterization chosen. The behavior we see is completely
di↵erent from that of the proton and the neutron. There
is a striking lack of saturation, and indeed the variation
of Su and Sd with Q2 appears to be quite linear. It is in-
teresting also that the slope associated with the d quark
is about six times larger than that of the u quark. When
we consider the matrix elements of u�µu and d�µd indi-
vidually, the relationship between the Pauli and the Dirac
amplitudes is quite di↵erent from when we consider the
sum of the amplitudes that results in the full hadronic
matrix element (Eq. 2).
While it is instructive to plot Su and Sd so that we can

compare them directly with the widely discussed Sp for
the proton, the inclusion of the factor of Q2 masks the
detailed behavior as Q2 approaches zero. We thus plot
in the top two panels of Fig. 2 the quantities �1

u F u
2 /F

u
1

and �1
d F d

2 /F
d
1 . Here, a second aspect of the behav-

ior of the flavor decomposed form factors appears that is
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FIG. 3: The Q2-dependence for the u- and d-contributions to
the proton form factors (multiplied by Q4). The data points
are explained in the text.

or the fact (mentioned earlier) that relatively little is
known about strange quark matrix elements at high Q2.
We find also that the Q2-dependencies of the flavor-
decomposed quantities Su and Sd are relatively linear in
contrast to the more complicated behavior of Sp and Sn.
This linearity is due to the fact, as yet unexplained, that
the ratios Fu

2 /F
u
1 and F d

2 /F
d
1 are constant within exper-

imental errors for Q2 > 1 GeV2. At Q2 < 1 GeV2, how-
ever, these same ratios show significant variation. Given
the linearity of Su and Sd, it is quite clear that the pre-
cocious scaling of the proton form factors and the consis-
tency of the proton data with the updated pQCD descrip-
tion of Ref. [12] are the result of the di↵erent behaviors of
the u- and d-quark contributions to the proton form fac-
tors. Further measurements of Gn

E
/Gn

M
[30] will allow the

flavor decomposition to be extended to Q2=10 GeV2 and
the exploration of the Q2 range over which the apparent
constant behavior of F u

2 /F
u
1 and F d

2 /F
d
1 persists.
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Formalism of Accessing FF

• Accessing form factors:
－ Rosenbluth separation method

• Slope of fit -> GE
2 and intercept -> 𝜏GM

2

• Not suitable at high Q2 as cross section is dominated by 
GM

2 (GE
2 is suppressed by factor 𝛕)

• Should incorporate radiative corrections

Nucleon Form Factors 7
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Formalism

• Accessing form factors:
－ Polarization transfer (Recoil polarization) method: 
－ Only Longitudinal and transverse component (no normal 

component on reaction plane)

• FF ratio is independent of beam polarization
• FF ratio is independent of analyzing power (Ay)

Nucleon Form Factors 8

3 Nucleon form factors from double polarization observables
It was pointed out in 1968 by Akhiezer and Rekalo [Akh68] that “for large momentum transfers the isolation
of the charge FF of the proton is difficult” using the elastic ep reaction with an unpolarized electron beam, for
several reasons: one being G2

Mp/G
2
Ep ≥ µ2

p at any Q2 value and the other is that at large Q2 the contribution
from the τG2

Mp term in G2
Ep + (τ/ε)G2

Mp increases (see Eq.( 12)) and makes the separation of the charge
form factor practically impossible. In the same paper the authors also pointed out that the best way to obtain
the proton charge FF is with polarization experiments, especially by measuring the polarization of the recoil
proton. Further in a review paper in 1974 Akhiezer and Rekalo [Akh74] discussed specifically the interest of
measuring an interference term of the form GEGM by measuring the transverse component of the recoiling
proton polarization in the #ep → e#p reaction at large Q2, to obtain GE in the presence of a dominating GM . In
1969, in a review paper Dombey [Dom69] also discussed the virtues of measuring polarization observables in
elastic and inelastic lepton scattering; however his emphasis was to do these measurements with a polarized
lepton on a polarized target. Furthermore in 1982 Arnold, Carlson and Gross [Arn81]emphasized that the best
way to measure the electric FF of the neutron would be to use the 2H(#e, e′#n)p reaction. Both a polarized
target, and a focal plane polarimeter (to measure recoil polarization), have been used to obtain nucleon FFs.
We discuss below both methods to measure the elastic nucleon FFs, highlighting advantages and disadvantages
of using polarized target and focal plane polarimeter.

3.1 Polarization transfer
Figure 14 shows the kinematical variables for the polarization transfer from a longitudinally polarized electron
to a struck proton in the one-photon exchange approximation.

Figure 14: Kinematical variables for polarization
transfer from a longitudinally polarized electron to a
proton with exchange of a virtual photon.

Figure 15: Polarized electron scattering from a polar-
ized target.

The electron vertex in Fig. 14 can be described by basic Quantum Electrodynamics (QED) rules that
involves the electron current, $µ, and the proton vertex can be described by QCD and hadron electrodynamics
involving the hadronic current Jµ = χ′†Fµχ.

For elastic ep scattering with longitudinally polarized electrons, the hadronic tensor,Wµν= JµJ∗
ν , has four
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Formalism

• Accessing form factors:
－Double polarization asymmetry method

－Target polarization perpendicular to momentum transfer in reaction plane (θ*=𝜋/2, ɸ*=0 or 
180)

Nucleon Form Factors 9

3 The Double Polarization Method

In the following paragraphs we will briefly summarize the formalism used to describe cross sec-
tions and asymmetries obtained in doubly polarized electron scattering experiments. We will
mainly follow the approach of [49, 50]. In the Born approximation, the elastic electron nucleon
scattering (e−N) cross section can be written as a sum of two parts: Σ, which corresponds to
the unpolarized elastic differential cross section dσ/dΩe, and a polarized part ∆, which is only
non-zero if the electron is longitudinally polarized (helicity h= ±1);

σh = Σ+h∆. (7)

The asymmetry AN for the e−N scattering cross section is defined as

AN =
σ+−σ−
σ+ +σ−

=
∆
Σ

. (8)

The unpolarized e−N cross section Σ for elastic scattering off a free nucleon at rest is given by

Σ=
dσ
dΩ

∣

∣

∣

∣

Mott

Ef
Ei

(

G2
E + τG2

M
1+ τ

+2τG2
M tan2(θ/2)

)

, (9)

with
dσ
dΩ

∣

∣

∣

Mott
=

α2 cos2 θ
2

4E2
i sin4 θ

2
(10)

being the Mott cross section, which describes the scattering of a spin one-half particle from a
point-like spin one-half target. The polarized part is given by

∆= −2
dσ
dΩ

∣

∣

∣

∣

Mott

Ef
Ei

√

τ
1+ τ

tan(θ/2)

[

√

τ(1+(1+ τ) tan2(θ/2))cosθ∗G2
M + sinθ∗ cosφ∗GMGE

]

,

(11)
where θ∗ is the polar angle and φ∗ is the azimuthal angle of the target polarization in the laboratory
frame with respect to the axis of the momentum transfer (Fig. 6).

θ∗

e

e’
θ φ∗

e

polarization axis

ω, q

momentum
transfer

Figure 6: The kinematics of electron scattering from a polarized target.

The measured experimental asymmetry for the 3−→He(!e,e′n)pp reaction is reduced compared to
this ideal !n(!e,e′n) reaction due to a number of effects. Limited polarization of the electron beam
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Global FF data: Experimental result

• Proton form factors with different methods: global fit
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Arrington J. et al. Phys. Rev C 76 (2007) 

After Two Photon exchange (TPE) correction

Red: Cross-section data
Blue: Polarization transfer data



Global FF data: Experimental result

Nucleon Form Factors 11

A. Puckett et al. Phys. Rev C 85 (2012) 



Global FF data: global fit

• Parameterization of global fit of proton and neutron data:

Nucleon Form Factors 12
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Fig. 1. (Color online) Parameterization of G p
E /G D (left) and G p

M/µp G D (right) from the global fit of proton cross-section and polarization data (solid curves). The red shaded 
band indicates the total uncertainty, including the fit uncertainty from the error matrix and additional systematic uncertainties described in the text and shown in Fig. 3. 
The dashed curves are the parameterizations of the total uncertainty bands (provided in the Supplemental Material). The blue circles are taken from the 2007 global analysis 
of Ref. [27] to provide a comparison to direct LT separations from a previous global analysis and to indicate the kinematic coverage of the world data. The new fit yields 
systematically larger values for G p

M up to Q 2 ≈ 1 GeV2 because the Mainz data [36], not included in the fit of [27], yields larger values of G p
M below 1 GeV2, and so increases 

the normalization of the world data relative to the fit of [27].

Fig. 2. (Color online) Parameterization of µp G p
E /G p

M from the global fit of proton 
data. The error bands are the same as in Fig. 1 and the magenta squares are the 
direct extractions from polarization measurements.

increasing the number of parameters does not reduce the num-
ber of degrees of freedom, even though it does provide additional 
flexibility for the fit. Parameterizations of the fit central values and 
uncertainties for all form factors are provided in the Supplemental 
Material [102].

Fig. 1 shows the results of the fit for G p
E and G p

M normalized to 
the dipole form factor, G D = (1 + Q 2/!2)−2 with !2 = 0.71 GeV2. 
Points from a previous global analysis [27] of direct longitudinal-
transverse (LT) separations for G p

E and G p
M are also shown for 

comparison. Fig. 2 shows the fit and uncertainties for µp G p
E/G p

M
along with the direct extractions of µp G p

E/G p
M from polarization 

measurements.

5.1. Form factors

Fig. 3 shows the uncertainties for G p
E and G p

M coming from 
the covariance matrix of the fit, the systematic contributions ac-
counting for the tension between different data sets, and the un-
certainty associated with the TPE corrections at high Q 2. Since 
the systematic contributions come from comparing two different 

fits (e.g., with and without the additional high-Q 2 TPE correc-
tion), the estimated corrections vanish whenever the two fits cross. 
Such dips are artificial, and do not indicate a real reduction in 
the uncertainties. For the TPE uncertainty, these dips occur only 
in regions where other contributions dominate the uncertainties. 
For the original data tension uncertainty (green dotted line labeled 
“ORG”), these dips yield an underestimate of the uncertainty for 
Q 2 values near 1 GeV2, and it is necessary to provide a better es-
timate of the uncertainty in this region. At high Q 2, the Mainz 
data only impact the fit through small normalization effects, and 
the green dotted line is driven by statistical fluctuations. Because 
of these issues, we replace the dotted green line by a power law 
falloff after the first maximum (at around Q 2 ≈ 0.3 GeV2). This 
fills in the artificial dips in the direct comparison of the fits, and 
avoids letting the uncertainty grow at high Q 2 due to lack of data 
to constrain the fits. The blue dotted line shows our final data ten-
sion error using the ad hoc parameterization at higher Q 2.

The black dashed line is the combination of the various sources 
of uncertainty detailed above, and the solid green line is a param-
eterization of this uncertainty, providing a simple closed form that 
provides a good approximation at all Q 2 values. The parameteriza-
tions reproduce the complete uncertainty estimates with typical 
(RMS) deviations of ∼2% except for G p

E in the Q 2 region from 
roughly 0.3–3 GeV2. In this region, the total uncertainty is dom-
inated by our ad hoc extension of the data tension uncertainty to 
higher Q 2, and as this is the least rigorous part of the uncertainty 
extraction, we allow for larger deviations (typically a factor of 2–3) 
in this region.

Fig. 4 shows the fits to Gn
E and Gn

M , along with the data points 
used in the fitting procedure. In this case, the uncertainties come 
from the error matrix of the fit and represent the full uncertain-
ties on the form factors; tensions between different data sets have 
been accounted for in selecting the data for the fit (as discussed 
earlier in Sec. 3.2). Calculations of the TPE corrections for the neu-
tron [8,94] yield smaller corrections than in the case of the proton, 
and we assume that the radiative correction uncertainties already 
applied to the data are sufficient for the kinematics of existing 
data.

Zhihong Y. et al. Physics Letters B 777 (2018) 

Z. Ye et al. / Physics Letters B 777 (2018) 8–15 13

Fig. 3. (Color online) Contributions to the proton fit uncertainties. The red dot-dashed curves are the uncertainties from the fit based on the statistical and systematic 
uncertainties of the data sets. The green dotted line (“ORG”) is the original data tension error, while the blue dotted line is the final data tension error used in the analysis, 
with uncertainty constrained to fall off at high Q 2 where the Mainz data do not contribute (see text for details). The purple dashed curves are the uncertainties associated 
with the TPE corrections to the cross-section data at high-Q 2. The dashed black curves are the combinations of these three sources of uncertainty, using the data tension 
error that is cut off at high Q 2 (blue dotted line). The solid green curves are the parameterization of the uncertainties provided in the Supplemental Material.

Fig. 4. (Color online) Parameterization of Gn
E/G D (left) (left) and Gn

M/µn G D (right) from the global fit of neutron form factor data (solid curves). The red shaded band is the 
fit uncertainty from the covariance matrix, and the dashed curves are the parameterization of the uncertainty provided in the Supplemental Material. The data points are the 
Gn

E and Gn
M/µn G D values included in the fit.

5.2. Elastic ep cross sections

The extracted form factors and uncertainties depicted in
Figs. 1–4 represent the current state of knowledge for the nucleon 
electromagnetic form factors, and are the primary result of this 
work. They can be applied to a range of precision observables. For 
certain applications, including in legacy codes and in experimen-
tal comparisons, it is useful to work directly with the elastic ep
cross sections instead of the form factors. These cross sections can 
be reconstructed from our representation of G p

E and G p
M , but care 

must be taken to reapply hard TPE effects in a fashion consistent 
with the TPE correction applied to isolate the form factors stud-
ied in this work: the hadronic calculations of Refs. [46,94], plus 
the additional high-Q 2 correction of Eq. (4), taken from Ref. [27]. 
A complete reconstruction of the cross section would also account 
for correlations in the errors of G p

E and G p
M .

A practical alternative is to parameterize the cross section be-
fore subtracting the estimated TPE corrections. We use the same 
fitting procedure as in our main analysis, excluding polarization 
data and neglecting hard TPE corrections. This provides a sim-
ple parameterization of the cross section that includes both the 
Born and TPE contributions in “effective” form factors. Note that 

we have not formally justified the z expansion representation of 
the effective form factors, which now account for both one- and 
two-photon exchange processes. The effective form factor approach 
also enforces linear dependence of the reduced cross section [i.e., 
the numerator in Eq. (1)] on ε. However, the TPE corrections are 
O(α) and small, and detailed analyses of world data [132] show 
that ε nonlinearities are also very small. We do not pursue these 
questions in more detail here.

The effective form factors are not displayed here, but their cen-
tral values are included in the Supplemental Material [102]. The 
uncertainty associated with the TPE contribution in Fig. 3 should 
not be included in the effective form factor analysis since no hard 
TPE subtraction is being performed. However, this is never a dom-
inant contribution to the cross section uncertainty. The ep cross-
section uncertainty is thus well approximated in the effective form 
factor approach by using the uncertainties from the main analysis, 
as displayed in Fig. 3.

6. Summary

We have performed global fits of electron scattering data to de-
termine the nucleon electromagnetic form factors and their uncer-



Form Factors with SBS @Hall A

• SBS -> Super Big-Bite Programs
－E12-09-019 -> GMn (data collection completed in 2020)
－E12-09-016 -> GEn/GMn (data collection 75% completed during 2023)
－E12-17-004 -> GEn-RP (2024)
－E12-07-109 -> GEp/GMp (2024)
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SBS Program: E12-09-019 (GMn)

• Quasi-elastic electron scattering on deuterium target
• Ratio method to extract from nuclear target

• Correction due to nuclear target

• At Large Q2

Nucleon Form Factors 14

There are relatively few measurements of Gn
M

beyond Q2 = 1 (GeV/c)2. The few published
measurements in the range 1 < Q2 < 4.5 (GeV/c)2 (shown in Fig. 1) have been eclipsed, both in
number of points and in precision, by the recent CLAS data [37, 39] of Lachniet. These (not yet
published) data are shown in Fig. 1 as the blue points. Several of the proposers of the present
experiment played key roles in the CLAS experiment (Quinn, Brooks and Gilfoyle). The ratio-
method was used for those measurements and will be used in the proposed experiment.

In the figure, the value of Gn
M

is divided by the ’scaled dipole’. The dipole is a vector-meson-
dominance-inspired empirical parameterization of the proton’s electric form factor: Gp

E
⇡ GD =

(1 + Q2/.71 (GeV/c)2)�2. This appeared to be a good approximation for Gp
E

over a large Q2 range
until recent recoil-polarization measurements [2, 3]) showed that Gp

E
actually fell rapidly below the

dipole form for Q2 > 1 (GeV/c)2. The scaling approximation hypothesizes that Gp
M
⇡ µpGD and

Gn
M
⇡ µnGD. The CLAS data show that the ‘scaled dipole’ is a surprisingly good approximation

for Gn
M

out to Q2 ⇡ 4.5 (GeV/c)2.
Beyond Q2 = 4.5 (GeV/c)2 there are only a few points, with large errors. The points plotted

in green in Fig. 1 are SLAC measurements [26] made using the “proton-subtraction” technique.
While these points have relatively large errors, they point to a trend which is not seen in the CLAS
data. This makes it particularly interesting to investigate the behavior of Gn

M
in the range Q2 > 4

(GeV/c)2 with a measurement which is independent of either of those shown in Fig. 1. A similar
plot is presented at the end of the proposal, with the projected errors of the proposed measurement
superimposed.

2 Technique

We propose to use the “ratio method” [38] to determine Gn
M

from quasi-elastic electron scattering
on the deuteron for 3.5 < Q2 < 18 (GeV/c)2. This method is far less sensitive to systematic errors
than the “proton-subtraction” or “proton-tagging” techniques.

Use of the “ratio method” requires the measurement of both neutron-tagged, d(e,e0n), and
proton-tagged, d(e,e0p), quasi-elastic scattering from the deuteron. Simultaneous measurements of
both these reactions provides a substantial reduction of systematic error because numerous experi-
mental uncertainties cancel in forming the ratio:

R00 =

d�
d⌦

��
d(e,e

0
n)

d�
d⌦

��
d(e,e

0
p)

(1)

This is insensitive, for example, to target thickness, beam intensity, deadtime, electron trigger
e�ciency, electron acceptance, and the detection and reconstruction e�ciency for the scattered
electron track.

With a small and accurately-calculable nuclear correction, ✏nuc, this measured ratio of quasi-
elastic cross sections can be used to determine the ratio of the elastic cross sections:

R0 =

d�
d⌦

��
n(e,e

0
)

d�
d⌦

��
p(e,e

0
)

=
R00

1 + ✏nuc

Because of final-state interactions and other nuclear e↵ects, there would be substantial corrections
to the näıve assumption that the coincident quasi-elastic cross section is equal to the cross section for
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to the näıve assumption that the coincident quasi-elastic cross section is equal to the cross section for

8

elastic scattering from the free nucleon. Further, these corrections would depend upon the fraction
of the quasi-elastic peak which is integrated. A great advantage of the ratio method (with a deuteron
target) lies in the fact that these corrections are almost identical for the case of the neutron and
the proton and so they cancel almost completely in the ratio. The small surviving correction, ✏nuc,
to the ratio arises due to small e↵ects such as the neutron-proton mass di↵erence. Figure 2 shows
detailed calculations [41] by Arenhövel of the correction factor required in calculating the ratio of
the nucleon elastic cross sections from the ratio of the integrated nucleon-tagged quasi-elastic cross
sections. Here ✓pq is the angle between the struck nucleon’s final momentum vector (~p) and the
momentum-transfer vector (~q). Final state interaction e↵ects are minimized by putting a tight cut
on ✓pq (i.e. requiring that the nucleon actually recoil in the direction which would be expected in
the absence of Fermi motion and final state interactions). It will be seen below that the region of
interest in the present proposal has ✓pq < 3 degrees. Even at Q2 = 1.2 (GeV/c)2 the correction
is seen to be less than 1%. For higher Q2 up to 5 (GeV/c)2 calculations of the nuclear correction
have been made [37, 39] using a model [42] which applies Glauber theory to model the final-state
interactions. Again, the corrections for the neutron and proton are almost identical and cancel in
the ratio. The residual correction on the ratio ✏nuc was found to be under 0.1%. The corrections are
expected to be very small and calculable in the range of interest here. This correction is expected
to contribute negligibly to the systematic error of the measurement.

Writing R0 in terms of neutron form factors,

R0 =
⌘

�Mott
1+⌧

�
(Gn

E)2 + ⌧
✏ (G

n
M)2

�

d�
d⌦

��
p(e,e

0
)

where ⌘, ✏, and ⌧ are defined above.
From this, then, can be extracted the ratio of interest,

R = R0 �
⌘

�Mott
1+⌧ (Gn

E)2

d�
d⌦

��
p(e,e

0
)

=
⌘�Mott

⌧/✏
1+⌧ (Gn

M)2

d�
d⌦

��
p(e,e

0
)

(2)

The term subtracted to extract R from R0 will be small (⇡ 1% at most, and much less at high Q2)
if Gn

E
follows the form of the Galster parameterization. In section 11 we will allow for an error of

100% of Galster (at low Q2) up to 400% of Galster (at high Q2) and find that this correction still
does not cause unacceptable systematic errors. A measurement of Gn

E
up to Q2 = 10 (GeV/c)2 is

planned [40] in a time-frame which will make it useful for analysis of results from this measurement.
This measurement of R then allows Gn

M
to be determined, given just the proton’s elastic cross-

section at the corresponding kinematics. It may be noted that, because R is proportional to the
square of Gn

M
, the fractional error on Gn

M
will actually be only half of the fractional error on R. Since

the quantity of greatest interest is Gn
M
, it is conventional to report the expected size of the errors on

Gn
M
. However, the experiment will actually be a direct measurement of R00 (from which R is inferred

with small corrections, as described above). This distinction is significant only in that present
uncertainties on the proton’s form factors (and cross section) do not actually imply systematic
errors on the quantity being measured, R00 (or R). Subsequent improvements in the determination
of the proton cross section, at the kinematics of interest, can be combined retrospectively with the
results for R from this measurement to obtain improved values for Gn

M
. There would be no need to

repeat the analysis of this experiment to incorporate new proton measurements.
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Q2 up to 13.5 (GeV/c)2

Beam time -> 25 days



SBS Program: E12-09-016 (GEn)

• Polarized electron scattered from Polarized Helium-3 
target

• Double polarization asymmetry (A)

• Large angular acceptance of big-bite => Longitudinal 
contribution 

Nucleon Form Factors 15

7 Proposed Measurements

7.1 Kinematics

To choose which is the best combination of beam energy and scattering angle to measure GnE for a
given Q2, one has to evaluate the figure-of-merit (FOM). In our case, the FOM is given by

FOM =
R(θ)
1−A2exp

, (24)

where R(θ) is the counting rate, which itself is proportional to the product of the cross section, the
effective target length, the beam current, and the acceptance of the particular spectrometers used.
In Fig. 38 the FOM is plotted as function of the beam energy at a fixed Q2 of 10 GeV2. To study
the influence of the value of GnE itself, the FOM has been calculated assuming that GnE follows the
variations of the Galster parameterization. For a given Q2, the FOM increases for higher beam
energies, which corresponds to detecting the electron at smaller scattering angles. The variation of
GnE does not change the general behavior of the FOM.
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Figure 38: The FOM as function of the beam energy at fixed Q2 = 10.0 GeV2. An increase in the beam energy
translates into smaller electron scattering angles and higher momenta of the recoiled electron.

The minimum angle that BigBite may be set to without technical difficulty is about 34◦, which
corresponds to the available beam energy of 8.8 GeV. The other two kinematics were chosen to
provide about 40% higher Q2 from the prior point. Table 1 summarizes the proposed kinematics.

7.2 Asymmetry and Rate Estimates

The asymmetry Aphys in e− n scattering is related to the experimentally measured asymmetry
Aexp = (N+−N−)/N via the equation

Aphys =
Aexp

PbeamP3HePnDN2DFSIDπDback
, (25)

52

Aexp =
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N+ +N�

A = �
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2
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⌧(1 + ⌧) tan(✓e/2))

GE
GM

( GE
GM

)2 + ⌧
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Q2 up to 10 (GeV/c)2

Beam time -> 50 days



SBS Program: E12-17-004 (GEn-RP)

• Polarized electron scattered on deuterium target
• Polarization transfer method with recoil 

polarimetry
• Neutron polarimeter added to SBS-arm

• Independent of beam polarization and analyzing 
power of polarimetry, but need to maximize for 
higher efficiency (and higher statistics)

• Possible to access without changing beam 
energy and detector

• Scheduled for 2024

Nucleon Form Factors 16

2. Polarization Transfer ~eN ! e ~N :
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Ay is Analyzing poweer, ✏ is instrumental assymetry. �✓ is precession an-
gle, �p is gamma factor, µ is gyromagnetic ratio.
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Q2 at 4.5 (GeV/c)2

Beam time -> 5 days



SBS Program: E12-07-109 (GEp)

• Polarized electron scattering on liquid Hydrogen
• Polarization transfer method with recoil polarimetry
• Proton polarimeter in the SBS-arm

• Independent of beam polarization and analyzing 
power of polarimetry, but need to maximize for 
higher efficiency (and higher statistics)

• Gamma factor 𝛾p ~ Q2

Þ On large Q2, mixing of transverse and longitudinal 
components

• Scheduled for 2024
Nucleon Form Factors 17
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Q2 up to 12 (GeV/c)2

Beam time -> 45 days



SBS @Hall A
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Summary

• Higher uncertainty of Nucleon FF at higher Q2

• Measurement of FF is crucial to better understand the nucleons
• Ongoing effort to measure FF with SBS program in Hall-A
• One experiment has completed data taking in 2022, and analysis in progress
• Another experiment took 75% data during 2023, and analysis in parallel
• Two more experiments scheduled for 2024
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Fig. 1. (Color online) Parameterization of G p
E /G D (left) and G p

M/µp G D (right) from the global fit of proton cross-section and polarization data (solid curves). The red shaded 
band indicates the total uncertainty, including the fit uncertainty from the error matrix and additional systematic uncertainties described in the text and shown in Fig. 3. 
The dashed curves are the parameterizations of the total uncertainty bands (provided in the Supplemental Material). The blue circles are taken from the 2007 global analysis 
of Ref. [27] to provide a comparison to direct LT separations from a previous global analysis and to indicate the kinematic coverage of the world data. The new fit yields 
systematically larger values for G p

M up to Q 2 ≈ 1 GeV2 because the Mainz data [36], not included in the fit of [27], yields larger values of G p
M below 1 GeV2, and so increases 

the normalization of the world data relative to the fit of [27].

Fig. 2. (Color online) Parameterization of µp G p
E /G p

M from the global fit of proton 
data. The error bands are the same as in Fig. 1 and the magenta squares are the 
direct extractions from polarization measurements.

increasing the number of parameters does not reduce the num-
ber of degrees of freedom, even though it does provide additional 
flexibility for the fit. Parameterizations of the fit central values and 
uncertainties for all form factors are provided in the Supplemental 
Material [102].

Fig. 1 shows the results of the fit for G p
E and G p

M normalized to 
the dipole form factor, G D = (1 + Q 2/!2)−2 with !2 = 0.71 GeV2. 
Points from a previous global analysis [27] of direct longitudinal-
transverse (LT) separations for G p

E and G p
M are also shown for 

comparison. Fig. 2 shows the fit and uncertainties for µp G p
E/G p

M
along with the direct extractions of µp G p

E/G p
M from polarization 

measurements.

5.1. Form factors

Fig. 3 shows the uncertainties for G p
E and G p

M coming from 
the covariance matrix of the fit, the systematic contributions ac-
counting for the tension between different data sets, and the un-
certainty associated with the TPE corrections at high Q 2. Since 
the systematic contributions come from comparing two different 

fits (e.g., with and without the additional high-Q 2 TPE correc-
tion), the estimated corrections vanish whenever the two fits cross. 
Such dips are artificial, and do not indicate a real reduction in 
the uncertainties. For the TPE uncertainty, these dips occur only 
in regions where other contributions dominate the uncertainties. 
For the original data tension uncertainty (green dotted line labeled 
“ORG”), these dips yield an underestimate of the uncertainty for 
Q 2 values near 1 GeV2, and it is necessary to provide a better es-
timate of the uncertainty in this region. At high Q 2, the Mainz 
data only impact the fit through small normalization effects, and 
the green dotted line is driven by statistical fluctuations. Because 
of these issues, we replace the dotted green line by a power law 
falloff after the first maximum (at around Q 2 ≈ 0.3 GeV2). This 
fills in the artificial dips in the direct comparison of the fits, and 
avoids letting the uncertainty grow at high Q 2 due to lack of data 
to constrain the fits. The blue dotted line shows our final data ten-
sion error using the ad hoc parameterization at higher Q 2.

The black dashed line is the combination of the various sources 
of uncertainty detailed above, and the solid green line is a param-
eterization of this uncertainty, providing a simple closed form that 
provides a good approximation at all Q 2 values. The parameteriza-
tions reproduce the complete uncertainty estimates with typical 
(RMS) deviations of ∼2% except for G p

E in the Q 2 region from 
roughly 0.3–3 GeV2. In this region, the total uncertainty is dom-
inated by our ad hoc extension of the data tension uncertainty to 
higher Q 2, and as this is the least rigorous part of the uncertainty 
extraction, we allow for larger deviations (typically a factor of 2–3) 
in this region.

Fig. 4 shows the fits to Gn
E and Gn

M , along with the data points 
used in the fitting procedure. In this case, the uncertainties come 
from the error matrix of the fit and represent the full uncertain-
ties on the form factors; tensions between different data sets have 
been accounted for in selecting the data for the fit (as discussed 
earlier in Sec. 3.2). Calculations of the TPE corrections for the neu-
tron [8,94] yield smaller corrections than in the case of the proton, 
and we assume that the radiative correction uncertainties already 
applied to the data are sufficient for the kinematics of existing 
data.


