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Importance of Strange Quarks

2

• Proton spin puzzle:  a large negative contribution made by strange quarks?
The polarized strange distribution (largely still unknown) constrained by 
the strange distribution.  

• TMDs: Theoretical descriptions of transverse momentum distributions, 
central to the JLab 12 program, require precise input of the sea 
distribution. 

Light quark sea
x dependence of           asymmetry established in Fermilab 
E866 pp/pd  Drell-Yan experiment
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(d̄� ū)(x) = (f⇡ ⌦ q̄⇡) (x)

splitting function pion PDF

suggested role of chiral symmetry and pion cloud

strong enhancement of     at x ~ 0.1 – 0.2,  but intriguing
behavior at large x hinting at possible sign change of 

d̄
d̄� ū
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• Fundamental interest, is the sea SU(3) symmetric?

• What is the origin of the non-perturbative sea? 
non-zero            cannot be generated 
perturbatively from gluon radiation 

chiral symmetry breaking?
hadronic fluctuations (pion, kaon cloud)?

Knowledge of the strange distributions is a vital 
component of understanding the effect. 
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Factorization
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process-independent non-perturbative part, “universal” PDF

different processes probe different parts of the distributions

Nucleons in the initial state: Parton Distribution Functions
Process Reaction Subprocess PDFs probed x
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⇤
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hard, calculable part
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PDF Global Analysis
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• Experimental data (~ 4k data points)
• QCD factorization: PDF (same for PPDF, FF)
• Global analysis

global analyses differ in: input data, parameterization, 
treatment of heavy quarks, value of αs, experimental 
errors treatment, theoretical error estimation. 

Fits have been done for 3 decades but the strange
remains poorly determined 

PDF: probability densities of the longitudinal 
momentum fraction x of quarks and gluons 
relative to their parent hadron momentum 

Momentum sum rule is important constraint
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Strange PDF
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Various extractions differ by more than and order of magnitude
Many fits not focusing on strange contribution

Results depend on 
parameterizations and 
assumptions in global fit.
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Knowledge of PDFs
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Compare PV asymmetry with 
and without strange quarks.

Strange quark uncertainties largest

Rs =
s + s̄
ū + d̄

“Strange quark suppression”
Size of strange 
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Parity violating electron scattering
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usually small
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Brady, PHYSICAL REVIEW D 84, 074008 (2011)
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Isolating the strange quarks
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Parity-violating DIS allows strange contribution to be isolated, when combined 
with e.m. p and n DIS data at low/intermediate x 
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x(u + ū + d + d̄ + s + s̄) + ⋅ ⋅ ⋅ (for sin2θW ≈
1
4

)

3 equations with 3 unknowns

s + s̄ = 3(5FγZp
2 − Fγp

2 − Fγn
2 )

At leading order in QCD

Compare PV 
asymmetry with and 
without strange quarks 
for SOLID kinematics 
in JAM framework.
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Parity violating electron scattering
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Sato, Science at Mid x Workshop
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Not a new idea!
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ABSTRACT
We propose to measure the parity-violating interference betw~n electromag-

netic and weak coupling in deep-inelastic electron scattering from hydrogen and
deuterium. The primary physics goals are to test the electro-weak Standard Model
and to determine the flavor content of the quark sea. The experiment will deter-
mine the Z-quark coupling to an equivalent precision in sin2(9w) of approximately
0.003 (1.2%), and will be quite sensitive to the possible existence of certain types
of new physics beyond the Standard Model. The experiment will also measure two
new combinations of quark distribution functions \\'ith errors of about 0.05. The
deuterium case is particularly interesting because it directly isolates the strange
sea. quark contributions.

The e~eriment consists of scattering polarized e1E'Ctrons from long liquid hy-
drogen and deuterium targets in End Station A. The scattered electrons are de--
tected in two large solid angle magnetic spectrometers centered around scatter-
ing angles of 4.25 and 6.5 degrees for an incident beam energy of 29.1 GeV. At
E = 48.6 GeV, the 6.5° spectrometer is mo\'ed to 2.75°. The spectrometers are
entirely made up of existing magnets. The detectors consist primarily of lead glass
arrays that can be made from the surplus ASP pieces. The beam is required to
have a polarization of 80% or more, and high current (4 x lOll e- per beam pulse at
120 Hz non-SLED. 2 x 1011 SLED). The combination of higher beam polarization,
higher beam energy, and larger spectrometer solid angle provides a factor of eight
greater sensitivity than the original SLAC experiment on deuterium. The addition
of hydrogen allows more sensitive studies of the flavor content of the quark sea.

A total of twelve weeks of running time is requested for an initial run at 29.1
GeV, of which one third will be used for checkout, calibrations, and background
studies, and two thirds for data taking. A subsequent run of ten weeks at 48.6
GeV is also requested. In a relatively modest running time, this experiment will
provide significantly improved precision on electroweak ph)'sics at low Q2 and on
the flavor content of the quark sea. We emphasize that this experiment can only
be undertaken at SLAC.

4
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Experimental Overview
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Beam: 40 uA @ 22 GeV. 
40 cm liquid H2 or D2

100 days of running

Luminosity (instantaneous)
4.3x1038 cm-2s-2

Luminosity (integrated)
4.5x106 fb-1

cf EIC Yellow Report
proton ~ 100 fb−1 
deuteron ~ 10 fb−1

SoLID spectrometer and detectors optimized 
for PVDIS experiment:
high luminosity, small systematics, polarimetry, 
beam quality and control

The only place in the world where this is possible.
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SoLID 22 GeV
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Proton
Deuteron

Ratio of statistical uncertainties to current PDF 
uncertainties (JAM) on APV.

SoLID acceptance100% acceptance

The only place 
in the world 
where this is 
possible.
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Corrections and Interpretation
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Target Mass Corrections

Implemented in some PDF extractions

Higher Twist Corrections
non-pert. parton correlations 

Implemented in some PDF extractions

Nuclear Corrections

binding, Fermi motion, off-shellness
calculations are largely model-
dependent

QED

Recent recognition of this issue.
New formalism to include effects in 
global fit.Final State Interactions

Inclusive

?
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Interpretation - QED effects
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QED “corrections” depend on the input hadronic tensor
Not possible to construct model-independent QED RC corrections
Need to include QED in global analysis 

Size of RCs quickly become extremely large at small x

Liu, Melnitchouk, Qiu, Sato, JHEP11(2021)157
Liu, Melnitchouk, Qiu, Sato, PHYSICAL REVIEW D 104, 094033 (2021)
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Interpretation - QED effects 
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RCs quickly become extremely large at small x, resonance region begins at higher x.  
Limits range of useful data
Higher beam energy and higher Q2 help a lot.

W
=

2
G

eV

W
=

2
G

eV

W
=

2
G

eV

clean region

Liu, Melnitchouk, Qiu, Sato, JHEP11(2021)157
Liu, Melnitchouk, Qiu, Sato, PHYSICAL REVIEW D 104, 094033 (2021)
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Summary
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Strange PDF is the least well known

Parity Violating DIS provides a unique new combination of PDFs 
and has much greater sensitivity to the strange 

SoLID @ 22 GeV with 100 days can provide a very strong constraint 
on .

The interpretation of data is easier at higher energies and Q2.

s + s̄
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Extras
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Connection to sin2θW
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Accessing Strange Quarks
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• di-muon production in neutrino-nucleus scattering

• W and Z rapidity distributions

• LHC  W+c production

• Semi-inclusive K production:                            
not included in global fits (fragmentation)

• Parity Violating electron scattering

0.01 < x < 0.2

x >~ 0.001

x ~ 0.01

0.02 < x < 0.6

0.1 < x < 0.5

It’s still not clear whether the strange sea is as big as 
the up and down sea (k ~ 1) or half as big (k ~ 0.5) 
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di-muon production in neutrino-
nucleus scattering tags strangeness

PDFs from nucleons to nuclei A. Accardi

dimuon production in neutrino-nucleus scattering. In these reactions one can tag a neutrino scat-
tering on a strange (or down) quark by detecting a dimuon pair in coincidence, see Figure 4. This
process is widely used in PDF fits to provide constraints on the strange quark that would otherwise
be very weak. However, the presence of a nuclear target requires control of nuclear corrections.
These come into 2 varieties: initial state nuclear modifications of the PDFs themselves, and final
state interactions of the charm quark (and possibly of the D meson it mostly hadronizes into) as
this traverse the nuclear target after the hard scattering.

Figure 4: Final state interactions of the charm quark in dimuon production in ν+A collisions.

On the one hand, initial state effects are partly under control using information coming from
“nuclear PDF” fits, see next Section; however, these typically fit data on nucleus to deuteron ratios,
treating the deuteron itself as a pair of unbound proton and neutrons calculated using the indepen-
dently fitted nucleon PDFs themselves. This implies some double counting systematics, which is
difficult to estimate unless a combined fit to proton and nuclear data is performed. Nonetheless the
precision of the data themselves was considered not high enough for this to be a practical problem.
However, this has recently changed with the recent availability of precise NOMAD and CHORUS
data.

On the other hand, final state effects such as medium-induced gluon bremsstrahlung off the
scattered charm quark, or nuclear absorption of the D meson (should this hadronize still inside the
nucleus) are much harder to quantify, and little phenomenology exists for DIS on nuclear targets
[39]. For example, final state suppression of charm production has been predicted theoretically
and observed in heavy ion production at RHIC (where the traversed medium is a hot Quark-Gluon
Plasma) but with a much larger size than perturbative calculations had predicted, originating the
so-called “heavy quark puzzle” [40]; this casts doubts on how well one can even only estimate the
size of the effect in a cold nuclear target.

Given the lack of theoretical and phenomenological control over final state in-medium sup-
pression of the charm quark and its potentially large magnitude, it is dangerous to utilize dimuon
data to obtain constraints on the proton strange quark PDF, and one risks to underestimate this by an
uncontrolled amount. This is in fact what seems to be happening when comparing the strange quark
extracted from LHC data onW+c productions, where one observes a ratio k= 2s/(ū+ d̄)≈ 1 com-
pared to k≈ 0.4 obtained in fits utilizing only dimuon data; see [41] for a more detailed discussion

7

• initial state nuclear modifications of the PDFs themselves (partly 
under control—nuclear PDF fits)

• final state interactions
• medium-induced gluon bremsstrahlung;
• final state suppression of charm production (measured at RHIC 

significantly larger than perturbative calculations for QGP)

PoS DIS2015 (2015) 001

k ≈ 0.4 
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4

observed difference between charged lepton and neutrino
scattering data does not seem to have a significant Q2

dependence, and persists also at higher Q2 values which
were studied. It becomes, however, increasingly difficult
to visualize on the steeply rising low x structure function
curve.
To quantify the difference between the charged lep-

ton and neutrino data at low x, we looked at the ratio,
data/CJ, of the FFe

2 data to the CJ12 neutrino (anti-
neutrino) F2 fit. From the data/CJ ratio a difference
of up to ≈ 15% is observed between charged lepton and
neutrino data. This can be seen in Figure 3. We also
looked at the ratio of data/CJ electron fit where there
is a small, 2-5%, change - again providing some esti-
mate of the strange quark contribution that is present
in the neutrino case which is too small to account for the
full observed effect. The neutrino and charged lepton
scattering data consistently differ below x < 0.15, while
agreeing well at larger x values. The size of this observed
difference is substantial in comparison for instance to the
≈ 5% level EMC effect.
Prevailing theories generally predict greater shadow-

ing for the neutrino data. We observe in contrast the
neutrino data to be consistenct with CJ, that is we ob-
serve reduced nuclear effects in the neutrino data as com-
pared to the charged lepton data at low x. However,
the data could alternatively be consistent with a general
shift towards low x of the medium modifications in neu-
trino data as sometimes predicted and also as observed
by nCTEQ [4–6]. In this case, shadowing may occur at
somewhat lower x for neutrino scattering as compared to
charged lepton scattering and the CJ nucleon-only agree-
ment would be rather accidental due to kinematic regime.
Recent results from the MINERνA [36] neutrino scat-

tering experiment appear to contradict the low x data ob-
servation presented here. However, the MINERνA data
are at low Q2 and W (also still somewhat preliminary at
this time, and only available in nuclear ratios) and could
be consistent with an x shift of the data. Furthermore,
it is not possible to directly compare our result presented
here with the current MINERvA results, which are cross
section ratios requiring inclusion as well of xF3. The ex-
tended, higher energy MINERvA running for both neu-
trino and anti-neutrino will facilitate such a comparison.
We note that the low x nuclear charged lepton scat-

tering data are dominated by a single experiment, NMC.
Hence, the observations in this work are fully dependent
on the accuracy of this data set. This will stay the case
for some time as the currently available facilities can not
achieve the energies to verify this data. The planned
Electron-Ion Collider [37], however, can both verify and
extend the range of the NMC experiment, while also pro-
viding both neutral and charged current lepton-nuclear
scattering. It will be an ideal tool to further investigate
the observations presented here.
In summary, we have compiled and compared the world

data for the Iron structure function FFe
2 within the DIS

kinematic range Q2 > 2 GeV2 and W > 4 GeV2, from

FIG. 3. (Color online) (top) Ratio data/fit, of FFe
2 to the

CJ12 fit for charged current neutrino vs the Bjorken scaling
variable x, with (bottom) a low x magnification of Figure 2
for Q2 range of 2-20 GeV2. In both cases, the data and fits
are centered to a common Q2 of 8 GeV2.

both charged lepton and neutrino scattering data. There
is remarkable agreement of all data using 18/5 scaling
alone, also with available fits and calculations, in the va-
lence region. We observe a substantial discrepancy, how-
ever, between the two types of data in the lower x anti-
shadowing and shadowing region. The discrepancy is on
the order of 15%, which is beyond what can be reasonably
attributed to data or isoscalar correction uncertainties, or
strange quark contributions. The observation is indica-
tive that neutrino probes of nucleon structure might be
sensitive to different nuclear effects than charged lepton
probes at low x.

Neutrino nucleus
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 arXiv:1706.02002

Neutrino and electron scattering data 
from iron do not agree below x~0.1
Sensitive to different nuclear effects?
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the measured value of 10:70! 0:15 is almost exactly
reproduced in the fit with free !s, which gives a value
of 10.74.

In order to check the robustness of the present result for
rs, a series of cross-checks is performed. A fit without
allowing an adjustment of the correlated errors yields a
value of rs ¼ 0:97! 0:26 exp, in good agreement with
Eq. (2). A fit with identical input parameters is repeated
at NLO and also yields a consistent result: rs ¼ 1:03!
0:19 exp. If this NLO fit is performed with a massless
heavy quark treatment then rs ¼ 1:05! 0:19 exp is ob-
tained. In a separate NLO study, the constraint ðx !u$
x !dÞ ! 0 for x ! 0 is relaxed. The x !dðxÞ distribution
is found to be consistent with x !uðxÞ, albeit with large
uncertainties (& 15% at x& 0:01 and Q2

0). The fraction
of strangeness is again consistent with unity, rs ¼ 0:96!
0:25 exp. Finally the data are fitted, to NNLO, with sepa-
rate strange and antistrange normalizations. The resulting
value of rs is consistent with unity and the ratio !s=s is
0:93! 0:15 exp at x ¼ 0:023 and Q2 ¼ Q2

0.
W, Z cross-section measurements performed at the

Tevatron may potentially have sensitivity to rs similar to
that of the ATLAS data. A NLO fit to the HERA with the
CDFW asymmetry [31] and Z rapidity [32] data gives rs ¼
0:66! 0:29 exp at a mean x of about 0.081. This is con-
sistent within uncertainties with both suppressed strange-
ness and with the present result. A NLO fit to the combined
HERA, ATLAS, and CDF data yields rs ¼ 0:95!
0:17 exp.

The provision of the full differential cross sections for
both Wþ, W$, and Z boson production, besides the ep
cross sections, is essential for the determination of xs: if
the ATLAS Z cross-section data are fitted together with the
ATLAS W charge asymmetry data, rather than with the
separate Wþ and W$ cross-section measurements, a less
precise result is obtained with rs ¼ 0:92! 0:31 exp.

In Fig. 2 the present result for rs is compared with
predictions obtained from four global PDF determinations.

The CT10 (NLO) [12] determination gives a large fraction
consistent with the present result. On the other hand, the
MSTW08 [8] and ABKM09 [9] determinations give a
much lower value of rs ’ 0:5, and the NNPDF2.1 [10,11]
result of rs ’ 0:25 is even lower.
The enlarged fraction of the strange-quark sea leads to a

decrease of the down and up quark sea densities at the
initial scale Q2

0, because x !s, x
!d, and x !u are tied together at

low x by the precise F2 data. In compensation for the
increase of x!s, the x !d and x !u distributions are diminished
by ’ 10%. The total sea, x", is correspondingly enhanced
by ’ 8%, as illustrated in Fig. 3.
The result on rs, Eq. (2), evolves to

rs¼1:00!0:07exp!0:03modþ0:04
$0:06par!0:02!S!0:03th

(3)

at Q2 ¼ M2
Z and x ¼ 0:013, corresponding to a value of

rsð0:013;M2
ZÞ ¼ 1:00þ0:09

$0:10, which is more than twice as
precise as at the initial scale Q2

0. Uncertainties are smaller
atQ2 ¼ M2

Z because the gluon splitting probability into q !q
pairs is flavor independent, thus reducing any initial flavor
asymmetries. This also causes rs to increase from 0.5 atQ2

0
to a value of about 0.8 at Q2 ¼ M2

Z in the fixed !s fit.

sr
-0.2 0 0.2 0.4 0.6 0.8 1 1.2 1.4

ABKM09
NNPDF2.1
MSTW08
CT10 (NLO)

total uncertainty
experimental uncertainty

ATLAS, x=0.0232 = 1.9 GeV2Q sepWZ free 

FIG. 2 (color online). Predictions for the ratio rs ¼ 0:5ðsþ
!sÞ= !d, at Q2 ¼ 1:9 GeV2, x ¼ 0:023. Points: global fit results
using the PDF uncertainties as quoted; bands: this analysis; inner
band, experimental uncertainty; outer band, total uncertainty.
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FIG. 1 (color online). Differential d"=dj#‘þ j (left) and d"=dj#‘$ j (middle) cross-section measurements forW ! ‘$ and d"=djyZj
cross-section measurement for d"=djyZj (right). The error bars represent the statistical and uncorrelated systematic uncertainties
added in quadrature while the theoretical curves are adjusted to the correlated error shifts (see text). The NNLO fit results with free and
fixed strangeness are also indicated, and their ratios are shown in the panels below the cross-section plots.
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Figure 14. Ratio of strange-to-down sea-quark distributions rs = 0.5(s+s)/d as a function of x as
assumed in HERAPDF1.5 PDF compared to the ratio obtained from the fit including the ATLAS
Wc-jet/WD(∗) data and the ratio obtained from ATLAS-epWZ12. The error band on the ATLAS
Wc-jet/WD(∗) measurements represents the total uncertainty. The ratio rs is shown at Q2 = m2

W .

constrained within the uncertainties determined in the HERAPDF1.5 fit. A value of

rs ≡ 0.5(s+ s)/d = fs/(1− fs) = 0.96+0.16
−0.18

+0.21
−0.24

is determined at Q2 = 1.9 GeV2 and is independent of x as implemented in the HERA-

PDF1.5 PDF. The first uncertainty represents the experimental and theoretical uncer-

tainties and the second uncertainty corresponds to the scale uncertainty of the W + c

calculation. Since the scale uncertainty is the dominant uncertainty, its effect is assessed

separately by repeating the fit under the assumption of perfect knowledge of the scale.

The resulting strange-quark fraction is shown in figure 14 as a function of x at Q2 = m2
W .

For the HERAPDF1.5 PDF the s-quark sea density is lower than the d-quark sea den-

sity at low values of x and it is further suppressed at higher values of x. The ATLAS

Wc-jet/WD(∗) data on the other hand favour a symmetric light-quark sea over the whole

x range relevant to the presented measurement (10−3 to 10−1).

The value of rs determined in this study is in good agreement with the value of rs =

1.00+0.25
−0.28 obtained in the combined analysis of W and Z production at Q2 = 1.9 GeV2 and

x = 0.023 by ATLAS [9] and supports the hypothesis of an SU(3)-symmetric light-quark

sea. Figure 14 also shows that the x-dependence of rs obtained from the ATLAS-epWZ12

PDF is in good agreement with this study.

10 Additional results

10.1 Cross-section ratio σOS−SS
fid (WD(∗))/σfid(W ) differential in pD(∗)

T

In this section, the measurements of the cross-section ratio σOS−SS
fid (WD(∗))/σfid(W ) differ-

ential in pD
(∗)

T are presented. The measurements are compared in figure 15 to theoretical

– 40 –

x=0.023

JHEP05(2014)068

PRL 109, 012001 (2012)

Quoted uncertainties 
depend on assumptions

Tension with neutrino nucleus results
d distribution might be underestimated in 
collider-only fits.
Comparing data will expose final state effects

from Eq. (13) in this fit, the small-x strange sea distribution
is determined as well as in the ABM12 fit, cf. Fig. 6. In
general, the resulting strange sea distribution is shifted
upwards by some 20% as compared to the fit based on the
combination of the charm di-muon data from NuTeV/
CCFR and NOMAD. At large x this shift is statistically
insignificant due to the large uncertainties, however at x ∼
0.1 it amounts to up to 2–3 standard deviations. These
numbers provide a bound on the outermost discrepancy in
the strange sea determination preferred by different data
sets considered since the NuTeV/CCFR and NOMAD pull
the strange sea somewhat down as compared to ATLAS,
CMS, and CHORUS. It is also worth noting that the impact
of the combination of the NOMAD and CHORUS data is
much smaller and does not exceed the strange sea uncer-
tainties, cf. Fig. 6. We do not consider to add the ATLAS
and CMS data to our final reference fit in view of the
missing NNLO QCD corrections to the hadro-production
of W þ charm. This choice does not lead to any essential
change in the strange sea distribution because of the rather
big uncertainties in those data.

V. COMPARISON WITH EARLIER
DETERMINATIONS

The strange sea obtained in the variant of our analysis
based on the (anti)neutrino induced charm production data
from NuTeV/CCFR, NOMAD, and CHORUS is in agree-
ment with the ABM12 one within the errors, cf. Fig. 6. At
the same time, the errors at x≳ 0.01 are largely improved,
particularly at x ¼ Oð0.1Þ, where the improvement in the
error amounts to a factor of two. Conventionally, the
magnitude of the strange sea is often presented in terms
of an integral strangeness suppression factor

κsðμ2Þ ¼
R
1
0 x½sðx; μ2Þ þ s̄ðx; μ2Þ&dxR
1
0 x½ūðx; μ2Þ þ d̄ðx; μ2Þ&dx

; ð14Þ

where s, s̄, ū, and d̄ are the strange, antistrange, anti-up, and
anti-down quark distributions, respectively. The value of κs
obtained in the variant of the present analysis including the
NuTeV/CCFR, NOMAD, and CHORUS data is compa-
rable to the NOMAD [3] and CMS [57] determinations,
cf. Table I. However, the error in κs obtained by CMS is
quite large due to the PDF parametrization uncertainty.

At the same time the error in κs obtained by NOMAD is
smaller than ours. This fact can be explained by the
constraints imposed in the NOMAD analysis on the low-
x strange sea behavior, which is poorly determined by the
those data alone. It is also worth noting that the normali-
zation of κs in Eq. (14), i.e. the second Mellin moment of
ūþ d̄, is not fixed by any sum rule, and is therefore itself
subject to variations in any given analysis.
The x-dependence of the strange sea distribution is not

much different from the nonstrange ones. In particular, the
shape of the x-dependent strange sea suppression factor

rsðx; μ2Þ ¼
sðx; μ2Þ þ s̄ðx; μ2Þ

2d̄ðx; μ2Þ
; ð15Þ

preferred by the combination of the NuTeV/CCFR,
CHORUS, and NOMAD data, assumes roughly a constant
value over the entire x-range, cf. Fig. 13. This is in line with
the earlier analysis [20] and other global PDF fits
[19,58,59]. The value of rs as obtained from the combi-
nation of the CHORUS and CMS data is somewhat
enhanced at x ¼ Oð0.01Þ, although it suffers from large
uncertainties. As discussed above, this combination of data
gives an upper limit for the size of the strange sea
distribution determined in our analysis. This determination
is consistent with the results obtained by CMS [57] from
the analysis of their own measurements of the muon

TABLE I. The integral strangeness suppression factor Eq. (14)
obtained in the present analysis in comparison with the earlier
determinations.

Present analysis
(NuTeV=CCFR
þNOMAD
þ CHORUS) NOMAD [3] CMS [57]

κsð20 GeV2Þ 0.654' 0.030 0.591' 0.019 0.52' 0.17
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FIG. 13 (color online). The 1σ band for the strange sea
suppression factor rs ¼ ðsþ s̄Þ=2=d̄ as a function of the Bjorken
x obtained in the variants of present analysis based on the
combination of the data by NuTeV/CCFR [2], CHORUS [4], and
NOMAD [3] (shaded area) and CHORUS [4], CMS [12], and
ATLAS [13] (dashed lines), in comparison with the results
obtained by the CMS analysis [57] (hatched area) and by the
ATLAS epWZ-fit [11,13] at different values of x (full circles).
All quantities refer to the factorization scale μ2 ¼ 1.9 GeV2.
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