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The CTEQ-Tung et al (CT) PDF set
CT18NNLO is the general-purpose PDF set 
published in 2019.


[Hou et al, Phys.Rev.D 103 (2021)] 

CT methodology is based on minimizing a  
expressed in terms of parametrizations for the 
PDFs, finding the global minimum, and providing 
Hessian error PDFs to estimate the uncertainty.


The analysis is carried out at NNLO, and involves all 
essential data sets from various experiments.


CT’s initial scale is  GeV.

χ2

Q0 = 1.3

χ2

depend on numerous systematic factors in the experimental
data. Scrupulous examination of the systematic effects was
essential for trustworthy estimates of PDF uncertainties,
and the scope of numerical computations also needed to be
expanded.

2. Combined HERA I+ II DIS data and the
xB-dependent factorization scale

Even in the LHC era, DIS data from the ep collider
HERA provide the dominant constraints on the CT18
PDFs. This dominance is revealed by independently
applying the EPUMP, PDFSENSE, and Lagrange multiplier
methods. CT18 implements the final (“combined”) dataset
from DIS at HERA run-I and run-II [30], which supersedes
the HERA run-I only dataset [31] used in CT14 [1]. A
transitional PDF set, CT14HERAII, was released based on
fitting the final HERA data [32]. We found fair overall
agreement of the HERA Iþ II data with both CT14 and
CT14HERAII PDFs, and that both PDF ensembles describe
equally well the non-HERA data included in our global
analysis. At the same time, we observed some disagreement

(“statistical tension”) between the eþp and e−p DIS cross
sections of the HERA Iþ II dataset. We determined that, at
the moment, no plausible explanation could be provided to
describe the full pattern of these tensions, as they are
distributed across the whole accessible range of Bjorken x
and lepton-proton momentum transfer Q at HERA.
Extending these studies using the CT18 fit, we have
investigated the impact of the choice of QCD scales on
inclusive DIS data in the small-xB region, as will be
explained later in Sec. II C.
We find that the quality of fit to HERA data is improved

by about 50 units by evaluating the NNLO theoretical cross
sections in DIS with a special factorization scale, μF;x, that
depends on Bjorken xB (not the momentum fraction x) and
is introduced in Sec. II C. Figure 3 (left) shows the changes
in the candidate CT18 PDFs obtained by fitting the DIS
datasets with the factorization scale μF;x, as compared to
the CT18 PDFs with the nominal scale μF ¼ Q. With the
scale μF;x, we observe reduced u and d (anti)quark PDFs
and increased gluon and strangeness PDFs at x < 10−2,
as compared to the nominal CT18 fit, with some compen-
sating changes occurring in the same PDFs in the

FIG. 1. The CT18 dataset, represented in a space of partonic ðx;QÞ, based on Born-level kinematical matchings, ðx;QÞ ¼ ðxB; QÞ, in
DIS, etc. The matching conventions used here are described in Ref. [20]. Also shown are the ATLAS 7 TeVW=Z production data (Exp.
ID ¼ 248), labeled ATL7WZ’12, fitted in CT18Z.
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Latest kinematic coverage for CT18

3681 data points from over 39 different experiments


 and .Q > 2 GeV W2 > 12.25 GeV2
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FIG. 2 The CT18 PDFs at µ2 = 10 GeV2 for the xu, xū, xd,
xd̄, xs = xs̄, and xg PDFs. Error bands correspond to the
68% confidence level. Figure from (Kovař́ık et al., 2019).

current unpolarized PDFs, are shown in Fig. 2.
The latest general-purpose PDF determination from

the MMHT collaboration is MMHT14 (Harland-
Lang et al., 2015), which was later extended to
include HERA I–II legacy measurements (Harland-Lang
et al., 2016), jet-production measurements (Harland-
Lang et al., 2018), and di↵erential measurements in top-
pair production (Bailey and Harland-Lang, 2020) from
the LHC. These intermediate updates demonstrated that
experimental correlations across systematic uncertainties
have been improperly estimated for some of the ATLAS
jet and di↵erential top data sets. The features of a new
preliminary general-purpose PDF set were presented in
Ref. (Thorne et al., 2019), which included new LHC data
sets, notably the particularly precise 7-TeV ATLAS W -
and Z-boson measurements, which increase the ratio of
strange to non-strange light sea quarks at low x, whilst
still allowing for a positive light-sea-quark asymmetry,
albeit with a maximum at slightly lower x. The MMHT
fit has also been updated with an improved and extended
parametrization based on Chebyshev polynomials.

The NNPDF collaboration released their latest
general-purpose PDF set in Ref. (Ball et al., 2017). This
was later extended to include direct photon (Campbell
et al., 2018), single-top (Nocera et al., 2019), and dijet-
production measurements (Abdul Khalek et al., 2020)
from the LHC. A reassessment of the impact of top-
pair di↵erential distributions measured by ATLAS at
8 TeV was also presented in Ref. (Amoroso et al., 2020),
which demonstrated the di↵erent impact of absolute and
normalized distributions in the fit, and the importance
of fitting charm in their description. The NNPDF
collaboration has also developed a statistical procedure
to represent theory uncertainties in PDFs (Ball and
Deshpande, 2019), and applied it to missing higher-order
corrections (MHOU) in the strong-coupling expansion of

theoretical predictions (Abdul Khalek et al., 2019b,c),
and to nuclear uncertainties in observables obtained from
scattering o↵ nuclear targets (Ball et al., 2019). The
procedure consists in supplementing the experimental
covariance matrix with a theoretical covariance matrix
estimated by way of an educated guess. In the case of
MHOU, correlated uncertainties were estimated at next-
to-leading order (NLO) by varying the factorization and
renormalization scales according to various prescriptions;
in the case of nuclear corrections, correlated uncertainties
were estimated as the di↵erence between theoretical
predictions obtained either with a free-proton or nuclear
PDF. The representation of such uncertainties in PDFs
is likely to become mandatory in the future, because
their size is comparable to that determined from
the uncertainty of the data. The inclusion of such
theoretical uncertainties was demonstrated to improve
the description of the data, while increasing PDF
uncertainties only mildly.
In Fig. 3 we compare the CT18, MMHT14 and

NNPDF3.1 PDF sets at a scale Q = µ = 2 GeV.
Specifically, we display the following PDF combinations
from top to bottom and left to right: uv + dv = u �
ū + d � d̄, u � d, ū + d̄, d̄ � ū, s + s̄, s � s̄, c + c̄
and g. Note the special scale on the x axis. While
the three global analyses produce similar total valence
distributions uv+dv for 0.05 . x . 0.5, their predictions
on other flavor combinations could di↵er by 10% or more,
as in ū � d̄, ū + d̄, s + s̄, c + c̄ and g. In particular,
the c + c̄ PDF combination is largely di↵erent between
NNPDF3.1 and the other sets, given that charm is
parametrized on the same footing as other PDFs in the
NNPDF3.1 set, while it is generated perturbatively in
the others. Finally, note that the di↵erence s � s̄ is
not displayed for CT18 because they assume s = s̄;
MMHT14 and NNPDF3.1 determine s and s̄ PDFs
independently.

Beside the three general-purpose PDF sets described
above, other unpolarized PDF determinations have been
produced or updated recently, namely ABMP, CJ, JAM
and HERAPDF. These PDF sets are based on a reduced
set of measurements and/or on peculiar theoretical
assumptions. As such, they are more limited in scope.

The ABMP16 (Alekhin et al., 2017) PDF set is
the only unpolarized PDF set determined in a schemes
with a fixed number of flavors: for 3, 4 and 5 active
flavors separately. It was recently supplemented with
an extended set of single-top and top-pair measurements
from the Tevatron and the LHC and an increasing
number of DY data, notably recent ATLAS gauge-boson–
production distributions at 5 and 7 TeV and double-
di↵erential distributions for Z-boson production from
ATLAS and CMS. More stringent kinematic cuts have
been applied, which reduce the impact of higher-twist
terms included in the analysis.

The CJ15 (Accardi et al., 2016a) analysis determined

CT18NNLO is the general-purpose PDF set 
published in 2019.


[Hou et al, Phys.Rev.D 103 (2021)] 

CT methodology is based on minimizing a  
expressed in terms of parametrizations for the 
PDFs, finding the global minimum, and providing 
Hessian error PDFs to estimate the uncertainty.


The analysis is carried out at NNLO, and involves all 
essential data sets from various experiments.

χ2

χ2

The CT18 family.


CT has released various specialized sets from studies of specific physics questions: 

strangeness asymmetry: CT18As 

[Hou et al, 2211.11064 ] 

inclusion of lattice input for : CT18As_lat

CT18FC: no evidence for fitted (intrinsic) charm in light of thoroughly estimated uncertainties


[Guzzi et al, 2211.01387] 

s − s̄

https://arxiv.org/abs/2211.11064


A. Courtoy—IFUNAM___________CT for JLab22________________JLab22 meeting


Study of uncertainties
Tools to explore and understand the spread of 
uncertainties in PDF analyses.


The Hessian formalism allows for unique tools to visualize 
pulls from various experiments.


[Wang et al, PRD98] 
[Hobbs et al., PRD100] 

The CT formalism also allows to explore the space of

PDF solutions and reliably estimate PDF uncertainties.


[Courtoy et al, to appear in PRD]
Stotf;L1ðEÞ≡

XNpt;E

i¼1

jSf;L1ðiÞj; ð25Þ

or according to the average sensitivity per data point,

Savef;L1ðEÞ≡ Stotf;L1ðEÞ=Npt;E: ð26Þ

These quantities respectively estimate either the total
sensitivity of the experiment E to the PDF, fðxi; QiÞ, at
the typical ðxi; QiÞ probed by data points i ¼ 1;…; Npt;E,
and summed over all Npt;E points, or the averaged
sensitivity for a single data point in this experiment. The
two sensitivities allow informative side-by-side comparison
of the strengths of constraints from individual experiments,
once again estimated in the Hessian approximation.
In Fig. 27, we present a graphical visualization of the

ranking tables from Ref. [20], now recomputed for the

CT18 NNLO fit, and, for the most part, leading to similar
conclusions as obtained for CT14HERAII NNLO. The upper
and lower panels of Fig. 27 correspond to the point-
averaged and total sensitivities, respectively, as discussed
above. On the right are placed palettes relating the colors to
the magnitudes of Sf;L1ðEÞ. The cells that vary from yellow
to orange to red indicate experiments (listed on the left)
with increasingly strong sensitivities to the PDFs, fðx; μÞ,
given at the bottom. White or grey cells indicate experi-
ments with minimal sensitivity to fðx; μÞ.
We observe that, while the HERA Iþ II, BCDMS, and

NMC datasets have relatively low per-point sensitivity as
seen in the upper panel, when aggregated over their large
number of points, the experiments have very large total
sensitivities to all PDF flavors seen in the lower inset. The
specialized fixed-target measurements, such as CCFR,
NuTeV, E605, and E866, are most sensitive to certain
flavors, such as s, ū, and d̄, as expected.

FIG. 26. The x-dependent L2 sensitivity of the CT18 datasets with strongest pull upon the gluon PDF, gðx;Q ¼ 100 GeVÞ. A number
of tensions among the leading datasets are revealed by examining those regions of x where Sf;L2ðEÞ peaks for certain experiments in the
“positive direction” while Sf;L2ðEÞ is sharply negative for others. For instance, at x ¼ 0.4, the sensitivity curves indicate a strong
competition of the CMS 8 TeV jet data (Exp. ID ¼ 545) and the BCDMS Fd

2 data (Exp. ID ¼ 102), both preferring a larger
gð0.4; 100 GeVÞ, against the combined downward pull on the gluon by the BCDMS Fp

2 (101), CDHSW F3 (109), E866 pp Drell-Yan
(204), and high-pT Z boson production (253) datasets. At x ≈ 0.1, the CMS 8 TeV jet data (Exp. ID ¼ 545) strongly pulls against the
ATLAS (544) and CMS 7 TeV (542) jet production, as well as measurements by CDHSW (108), CCFR (110), and BCDMS (102) of the
DIS structure function F2ðx;QÞ on various targets.
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Flavor separation

Flavor separation in the sea is not well constrained at 
large . Pheno large-  regime means .


In CT’s low-sea scenario for the sea, the sea PDFs 
are much smaller than the valence PDF for low  
and . Other high-sea  scenarios are possible, 
but require unusual unsmooth shapes for the sea 
PDFs.


⤇ need to further constrain the sea PDFs at large .


Flavor separation could be improved with, e.g., more 
data constraints on  and  for .

x x x ≳ 0.3 − 0.4

Q2

x > 0.2

x

u − ū d − d̄ x → 1
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data constraints on  and  for .

x x x ≳ 0.3 − 0.4
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x > 0.2

x

u − ū d − d̄ x → 1

How we propose this can be achieved with JLab at 22 GeV:


I. constrain large-  PDFs at a low-  energy from data at high , such as LHC forward-backward 
asymmetry in Drell-Yan pair production.


II. systematic tools to predict leading-power PDFs at low , i.e., to separate higher twists.

x Q x

Q2
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JLab @ 22GeV — kinematics
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(iii) a free scenario particular to CJ, in which the parameters
in Eq. (3) for the off-shell nucleon are allowed to vary.

The dynamical deuteron corrections are natively imple-
mented in the CJ framework, and the off-shell parameters
can be simultaneously fitted with the PDFs. So far, however,
the CT code only supports deuteron corrections given in the
form of analytic interpolations, such as the one obtained from
the correction in [59]. To implement the fixed CJ15 deuteron
correction in the CT framework and render it more directly
comparable to CJ with respect to its treatment of deuteron tar-
get data, we instead multiply the experimental DIS deuteron
structure function by the F N

2 /F D
2 nucleon-to-deuteron ratio

plotted in Fig. 3:

F N
2 ≡ Fd

2,exp

(
F N

2

Fd
2

)

CJ15

, (4)

with F N
2 = F p

2 + Fn
2 . The effective isoscalar combination

of proton and neutron structure functions thus defined can
then be directly compared to uncorrected theoretical calcu-
lations of the isoscalar deuteron DIS structure function. On
this logic, the CT and CJ fits with a fixed CJ15 correction are
placed on similar theoretical footing regarding the imple-
mentation of the deuteron effects, with the main difference
being whether the correction is imposed within the theoreti-
cal structure function calculation or in the Fd

2 experimental
data – a fact which is immaterial for the sake of evaluating
the χ2-function and allows us to compare the impact of the
same fixed correction on the CJ and CT frameworks. While
a full analysis of the nuclear correction uncertainties is out-
side the scope of this article, the effect of letting the nuclear
off-shell parameters free to vary in the present analysis can
be appreciated by comparing the CJ fits in the fixed and free
nuclear corrections scenarios.

The size and x dependence of the deuteron corrections,
as quantified by the isoscalar nucleon-to-deuteron structure
function ratio F N

2 /Fd
2 , are shown in Fig. 3 for several rep-

resentative choices of Q2. One immediately notices that
deuteron corrections depend on the DIS scale and, at large x ,
increase with Q2 toward a fixed point in the Q2 →∞ Bjorken
limit; as such, deuteron corrections become effectively scale
independent for Q2 ! 50 GeV2. For each plotted value of
Q2, the figure also indicates the maximum x values below
which data are accepted in the CJ and CT fits according to
their W 2 > 3 and W 2 > 12.25 GeV2 kinematic cuts, respec-
tively. For CJ, which extends the analyzed DIS data set to the
low-Q2 and large-x values as shown in Fig. 4, it is imperative
to correctly account for the Q2 dependence of the deuteron
correction in order to avoid conflicts with the leading-twist
logarithmic Q2 evolution that constrains the fitted gluon dis-
tribution in DIS experiments. For CT, with its larger W 2 cut,

Fig. 4 Kinematics of the DIS data included in the fits discussed in this
paper. The HERA DIS collider data were taken on proton targets; the
fixed-target SLAC, JLab, BCDMS and NMC experiments include both
proton and deuterium target data at approximately the same kinematics.
The W 2 = 12.25 GeV2 and W 2 = 3 GeV2 cuts adopted, respectively,
by the CT and CJ fits are shown by dashed and dot-dashed lines, respec-
tively. The figure is taken from Ref. [60]

the deuteron corrections are small and nearly scale indepen-
dent, as seen in Fig. 4, except for the less precise BCDMS
deuteron points with x ! 0.6 (see the kinematical map in
Fig. 3), where some influence from the deuteron correction
is expected and indeed quantified in Sect. 4.

2.2 Power-suppressed effects

Due to their less conservative kinematical restrictions on
Q2 and W 2, the CJ global fits extend into a region for
which power-suppressed corrections are non-negligible, as
depicted in Fig. 4. On the one hand, dynamical higher-twist
corrections of O(Λ2/Q2) emerge because of the presence
of multi-parton correlations within the soft portion of the
factorized DIS process, for which the first subleading con-
tribution to the twist expansion for unpolarized scattering
are matrix elements of twist-4 operators [61,62]. As in CJ,
these are often determined phenomenologically using forms
like F2(x, Q2) = FLT

2 (x, Q2)
[
1 + C(x)

/
Q2], where FLT

2
represents the leading-twist structure function, and a fitted
coefficient, C(x) = αxβ(1 + γ x), parametrizes the power-
suppressed twist-4 corrections. On the other hand, target-
mass corrections ofO(M2

N/Q2) are due to the non-negligible
mass, MN , of the struck nucleon, and are implemented via the
operator product expansion of Georgi and Politzer [63,64]
or related prescriptions, as extensively reviewed in [65,66].
Both corrections are natively implemented in the CJ frame-
work.

In contrast, CT imposes more restrictive kinematical cuts
in W 2, such that the standard CT data sets lie beyond the
region for which the finite ∼1/Q2 corrections are significant.
In the past CT studies it mattered little whether the deuteron

123

Old kinematic coverage showing the impact 
of the W2 cuts on data selection.

[Owens et al, PRD87]

[Accardi et al, EPJC81]
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Forward-backward asymmetry

see also [Ball et al, EPJC 2022 82] 

Drell-Yan backward-forward dilepton production is sensitive to light sea and gluon for increasing . Mll

NEW: 

based on predictions from Fu, 

Hou, Yuan, et al.
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Large-  PDFsx
The CT group has explored the role of quark-counting rules on PDF global analyses.


[Courtoy & Nadolsky, PRD103, 2112.14329 ] 

The effective fall-off of the valence PDFs follows an approximate  where  is the variation 
due to DGLAP and hadronic corrections.

(1 − x)3+Δβ Δβ

363 CT18NNLO replicas 

shown at given Q values

The ratio of effective exponents for valence PDFs is approximately independent of .


ZEUS data at large  to be considered in the future [Abt, PRD101]. 


Q
(x, Q2)

Aeff
2 (F ) ⌘ @ ln (F (x,Q))

@ ln (1� x)
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https://arxiv.org/abs/2112.14329


A. Courtoy—IFUNAM___________CT for JLab22________________JLab22 meeting


Eur. Phys. J. C (2021) 81 :603 Page 17 of 27 603

Fig. 9 The L2 sensitivities computed according to Eq. (5) for
Q = 2 GeV, giving the pulls on the d/u PDF ratio of the
process-dependent data sets fitted by CT (left) and CJ (right).

Upper, middle, lower rows: results for the no d.c., fixed
d.c., and free d.c. fits discussed at the beginning of Sect. 4
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Toward lower Q2

Mid-  analyses encounter additional radiative contributions:

⇨ target mass corrections


⇨ higher-twist corrections — 

⇨ nuclear corrections


Large-  PDFs determined from high  offer a possibility to 

systematically test the leading-power PDFs toward lower .


CT has studied the impact of various corrections, by analyzing CT vs. 
CJ (highlight on deuteron corrections), or examining the quark counting 

rules at mid- .


Q2

𝒪(M2/Q2)

x Q2

Q2

Q2

[Accardi et al, EPJC81]

L2 sensitivity shows the correlation between a given 
PDF configuration and objective function.

Pulls on  when .χ2 f (x) → f (x) + Δf (x)

Pulls affected by cuts, e.g., on deuteron data sets
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Toward lower Q2

Mid-  analyses encounter additional radiative contributions:

⇨ target mass corrections


⇨ higher-twist corrections — 

⇨ nuclear corrections


Large-  PDFs determined from high  offer a possibility to 

systematically test the leading-power PDFs toward lower .


CT has studied the impact of various corrections, by analyzing CT vs. 
CJ (highlight on deuteron corrections), or examining the quark counting 

rules at mid- .


Q2

𝒪(M2/Q2)

x Q2

Q2

Q2

[AKP, PRD105]

[Accardi et al, EPJC81]

L2 sensitivity shows the correlation between a given 
PDF configuration and objective function.

Pulls on  when .χ2 f (x) → f (x) + Δf (x)

Pulls affected by cuts, e.g., on deuteron data sets
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Impact on parity-violating DIS —APVQCD corrections and APV: a need for systematic theory

APV at high energies: asymmetry holds to all orders in pQCD

→ evaluate as twist-2 at (N)NNLO; constrain PDF uncert., BSM in couplings

at low(er) energies (including JLab20+), complex power-suppressed corrections; e.g.,
<latexit sha1_base64="Mpe+DRuixE/3+6IuIs4UpICIad8=">AAACzXicdVJNj9MwEHXC1xK+Chy5jKiQFiGqplsBF6RdkBbEha5Euwt1Gjmuk1rrfGA7SMWYK/+PG3d+CE6aQ+nCSJaeZ/zePI+dVIIrPRz+8vxLl69cvbZ3Pbhx89btO72792aqrCVlU1qKUp4lRDHBCzbVXAt2VklG8kSw0+T8dVM//cKk4mXxQa8rFuUkK3jKKdEuFfd+Hy0MljlMZjZ4CU8BC5bqfTBv4mM4WYwAl44NY8Dqs9RmZAFXHDAR1Yo4LHm20o8D2NDmkC1YfITB4NaYkWxpP8ahxYBTSag5jkPXLSN5TuCTtdt7a7GTcfHE0RuZWdd6ZHf1Drb0Dv6vB42t1mAU9/rDwbANuAjCDvRRF5O49xMvS1rnrNBUEKXm4bDSkSFScyqYDXCtWEXoOcnY3MGC5ExFpjVp4ZHLLCEtpVuFhja7zTAkV2qdJ+5kTvRK7daa5L9q81qnLyLDi6rWrKCbRmktQJfQPC0suWRUi7UDhEruvAJdETco7T5A4IYQ7l75IpiNBuGzwfhk3D981Y1jDz1AD9E+CtFzdIjeogmaIuq98ypv7X313/u1/83/vjnqex3nPvor/B9/AAR726I=</latexit>
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Y1 =
1 + (1� y)2 � y2(1� r2/(1 +R�Z))� xyM/E

1 + (1� y)2 � y2(1� r2/(1 +R�))� xyM/E

✓
1 +R�Z

1 +R�

◆
6= 1

higher twist, TMCs, …, enter structure functions, break Callan-Gross:
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→ JLab20 kinematic range would extend lever arm to control
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⇠1/Q2

→ could enhance twist-2 PDF impact of APV with HEP implications
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realistic APV PDF 
impact studies will 
require careful 
understanding of 
systematics

<latexit sha1_base64="Xow2cGFcKZfLOJ898l/JxW4xcsU=">AAACBXicbVDLSsNAFJ3UV62vqEtdDBahbkISio+FUHShywr2AU1aJtNJO3TyYGYilNCNG3/FjQtF3PoP7vwbJ20W2nrgwuGce7n3Hi9mVEjT/NYKS8srq2vF9dLG5tb2jr671xRRwjFp4IhFvO0hQRgNSUNSyUg75gQFHiMtb3Sd+a0HwgWNwns5jokboEFIfYqRVFJPP6y0uja8hJZtXDjQCZAc8iC9Ic1J1z7p6WXTMKeAi8TKSRnkqPf0L6cf4SQgocQMCdGxzFi6KeKSYkYmJScRJEZ4hAako2iIAiLcdPrFBB4rpQ/9iKsKJZyqvydSFAgxDjzVmZ0p5r1M/M/rJNI/d1MaxokkIZ4t8hMGZQSzSGCfcoIlGyuCMKfqVoiHiCMsVXAlFYI1//IiadqGdWpU76rl2lUeRxEcgCNQARY4AzVwC+qgATB4BM/gFbxpT9qL9q59zFoLWj6zD/5A+/wBuymWNg==</latexit>

(W 2 = 12.9 GeV2)

NEW: 

CT18 NNLO correlations with FγZ

3
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→ PDF correlations 
suggest strong potential 
sensitivity to high-x 
valence-like combinations

NEW: 

CT18 NNLO correlations with FγZ

3
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→ PDF correlations 
suggest strong potential 
sensitivity to high-x 
valence-like combinations


→ role of  in some 
kinematical regions (will 
require further impact studies) 

s − s̄

NEW: 

CT18 NNLO correlations with FγZ

3

While  has sensitivity to 
combinations, identifying a nonzero 

 will be very challenging.

FγZ
3 q − q̄

c − c̄

10-410-3 10-2 0.02 0.05 0.1 0.2 0.5 0.7
-1.0

-0.5

0.0

0.5

1.0

x

C
or
re
la
tio
n

CT18As NNLO
f(x,Q2=4 GeV2) and F3ep�eX (x =0.85, Q2 = 30 GeV2)

dV (x,Q)
uV (x,Q)
d(x,Q)/u(x,Q)

d
-
(x,Q)/u

-
(x,Q)

2s(x,Q)/(u
-
(x,Q)+d

-
(x,Q))

(s(x,Q)+s
-
(x,Q))/(2d

-
(x,Q))

(c(x,Q)+c
-
(x,Q))/(u

-
(x,Q)+d

-
(x,Q))

(s(x,Q)-s
-
(x,Q))/(s(x,Q)+s

-
(x,Q))

10-410-3 10-2 0.02 0.05 0.1 0.2 0.5 0.7
-1.0

-0.5

0.0

0.5

1.0

x

C
or
re
la
tio
n

CT18As_Lat NNLO
f(x,Q2=4 GeV2) and F3ep�eX (x =0.85, Q2 = 30 GeV2)

dV (x,Q)
uV (x,Q)
d(x,Q)/u(x,Q)

d
-
(x,Q)/u

-
(x,Q)

2s(x,Q)/(u
-
(x,Q)+d

-
(x,Q))

(s(x,Q)+s
-
(x,Q))/(2d

-
(x,Q))

(c(x,Q)+c
-
(x,Q))/(u

-
(x,Q)+d

-
(x,Q))

(s(x,Q)-s
-
(x,Q))/(s(x,Q)+s

-
(x,Q))

→ post-CT fit, releases s = s̄

→ post-CT fit, lattice constrains s ≠ s̄
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Conclusions

CTEQ-TEA proposal to improve flavor separation in the sea with JLab at 22 GeV:


I. predict large-  PDFs at a low-  energy using data at high , such as LHC forward-backward 
asymmetry in Drell-Yan pair production.


II. systematic tools to predict NNLO PDFs at low , i.e., to separate higher twists.

III. predictions for hadron structure part of APV.

x Q x

Q2

The CTEQ-TEA has systematically studied related corrections, e.g., large  and deuteron, 

and will be able to provide a baseline leading-power PDF ensemble for low  kinematics.

x
Q2
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Low-sea scenario with smooth light-sea 
quarks. Larger PDF uncertainties reflect 
representative sampling of PDF solutions 
[2205.10444, accepted to PRD.]

High-sea scenario with non-smooth 
light-sea quarks, with sea PDFs that 
can be larger than valence PDFs at 
large .x

https://arxiv.org/abs/2205.10444
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potential connection to nonperturbative charm?

pQCD only very weakly breaks             through HO corrections

consider two MBM models as 
examples (not predictions)

→ large(r) charm asymmetry would signal nonpert dynamics, IC
→ MBM breaks              through hadronic interactions

→ asymmetry small but ratio (left) can be 
bigger; hard to extract from data

→ hypothetically, very precise APV 
could constrain/test charm 
asymmetry; constraints to 
corresponding strange asymmetry 
could indirectly help as well
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nonperturbative QCD can generate a low-scale charm PDF

Brodsky, Hoyer, Peterson, Sakai (BHPS); Phys. Lett. B93 (1980) 451.

Blumlein; Phys. Lett. B753 (2016) 619.

IC PDF: transition matrix element,

→ calculable in old-fashioned perturbation theory; scalar field theory

alternative but similar representations exist

→ generically yields valence-like shape; governed by charm masses

Fock expansion
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IC models and formal QCD

models simulate nucleon wave function; aim to mimic nonpert QCD

→ integrate away gluonic degrees-of-freedom

→ bound-state structure driven by constituent-quark masses

→ connect to SU(4) flavor-symm breaking (in meson-baryon models [MBMs])

BUT: IC models in systematically-improvable QCD calculations unclear

→ no obvious mapping onto factorization theorems

→ ambiguity regarding fact. scale, μ, in IC models

→ based on truncated Fock-state or similar wave function expansions

PDF analyses extract fitted charm (FC) ≠ intrinsic charm (IC)
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alt EV25

alt EV33
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Hopscotch uncertainties wash out reported evidence for large 
positive strangeness asymmetry and non-zero intrinsic charm.

Unusual unsmooth  at large d̄ /ū x
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possibilities with parity violation
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lepton beam (parity-violating) helicity asymmetries, APV, combine sensitivity to 
electroweak couplings (& possible TeV-scale anomalies), proton structure functions:

→ right-left asymmetry can be expanded,
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→ with sufficient control over EW theory, may help unravel PDF flavor dep,

NB: these are leading-order expns; full PDF impact of APV requires careful study 
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Forward-backward asymmetry at TeVQ = 1

see also [Ball et al, EPJC 2022 82] 

Drell-Yan backward-forward dilepton production is sensitive to light sea and gluon for increasing . Mll

NEW: 

based on predictions from Fu, 

Hou, Yuan, et al.

Growing correlation of AFB with 
gluon at .x < 0.2

Strong anti-correlation of AFB with  and 
  (and gluon) at large  for increasing .
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A fast test of experimental constraints 
using !! sensitivity 

• Requires:
– Hessian or Monte Carlo error PDFs
– "! values for fitted or envisioned experiments for each error PDF

• Quantifies:
- strengths of constraints from individual experiments on given PDFs
- agreement among the experiments (universality of the best-fit 

PDFs)
- sensitivity of processes not included in the global fit

If data point residuals for each error PDF set are also provided, a 
related !! sensitivity (B. T. Wang et al., 1803.02777, see backup) 
can be computed to visualize kinematic distributions of experimental 
constraints in the x-Q plane

2019-09-28 P. Nadolsky, PDFLattice'2019 workshop

T.J. Hobbs et al., 1904.00022
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!! sensitivity, definition

2019-09-28 P. Nadolsky, PDFLattice'2019 workshop 3

!!,#!(#) for experiment # is the estimated Δ&$% for this experiment when 
a PDF '&((', *') increases by the +68% c.l. Hessian PDF uncertainty

A fast version of the Lagrange Multiplier scan of !!" along the direction of "#($$ , &$)!
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IV. Towards a thorough understanding of uncertainties in global analyses  

With an increasing size of sample , under a set of hypotheses, it is usually expected 
that the deviation on an observable decreases like . 


That’s the law of large numbers.

n → ∞
( n)

−1

̂μμ

The law of large numbers disregards the quality of the sampling,                              .

What uncertainties keep us from including the truth, ?μ

Xiao-Li Meng

 The Annals of Applied Statistics


Vol. 12 (2018), p. 685

Pavlos Msaouel (2022) 

Cancer Investigation, 40:7, 567-576
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Xiao-Li Meng

 The Annals of Applied Statistics


Vol. 12 (2018), p. 685Trio identity

 μ − ̂μ = (data+sampling defect) × (measure discrepancy) × (inherent problem difficulty)

can tend to  for random sampling( n)
−1

depends on the sampling algorithm

 statistical model, quality of data,…≡

μ − ̂μ = Corr[observable, sampling quality] ×
N
n

− 1 × σ(observable)

For a sample of  items from the population of size , we 
can consider an array built by the random spanning of the 
binary responses of the  (0) and  (1) items, so that 

n N

N − n n

28



A. Courtoy—IFUNAM________________Avances en análisis globales____________________Sandoval-Vallarta 23

IV. Towards a thorough understanding of uncertainties in global analyses  

We have devised an algorithm that focuses on the effective dimensions relevant for 
observables, to challenge Monte Carlo-based analyses. The resulting uncertainty is larger 
than the nominal one, shown here for .(σH, σZ)
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Parton distributions need a representative sampling


Monte Carlo uncertainties from sampling bias found 
through our dimensional reduction method play a similar 
role as sampling of parameter space in Hessian 
uncertainties.
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Monte-Carlo sampling sensitivity for PDFs

30

Region containing good solutions according
to the most recent  form of  

(used to train NN4.0 replicas)

t0 χ2

Regions containing (very) good solutions according
to the experimental form of  

(is used in  summary tables of the NN4.0 article, was a 
default in the NN4.0 public code)  

χ2

χ2
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Optimize the inclusion of large-x data

depend on numerous systematic factors in the experimental
data. Scrupulous examination of the systematic effects was
essential for trustworthy estimates of PDF uncertainties,
and the scope of numerical computations also needed to be
expanded.

2. Combined HERA I+ II DIS data and the
xB-dependent factorization scale

Even in the LHC era, DIS data from the ep collider
HERA provide the dominant constraints on the CT18
PDFs. This dominance is revealed by independently
applying the EPUMP, PDFSENSE, and Lagrange multiplier
methods. CT18 implements the final (“combined”) dataset
from DIS at HERA run-I and run-II [30], which supersedes
the HERA run-I only dataset [31] used in CT14 [1]. A
transitional PDF set, CT14HERAII, was released based on
fitting the final HERA data [32]. We found fair overall
agreement of the HERA Iþ II data with both CT14 and
CT14HERAII PDFs, and that both PDF ensembles describe
equally well the non-HERA data included in our global
analysis. At the same time, we observed some disagreement

(“statistical tension”) between the eþp and e−p DIS cross
sections of the HERA Iþ II dataset. We determined that, at
the moment, no plausible explanation could be provided to
describe the full pattern of these tensions, as they are
distributed across the whole accessible range of Bjorken x
and lepton-proton momentum transfer Q at HERA.
Extending these studies using the CT18 fit, we have
investigated the impact of the choice of QCD scales on
inclusive DIS data in the small-xB region, as will be
explained later in Sec. II C.
We find that the quality of fit to HERA data is improved

by about 50 units by evaluating the NNLO theoretical cross
sections in DIS with a special factorization scale, μF;x, that
depends on Bjorken xB (not the momentum fraction x) and
is introduced in Sec. II C. Figure 3 (left) shows the changes
in the candidate CT18 PDFs obtained by fitting the DIS
datasets with the factorization scale μF;x, as compared to
the CT18 PDFs with the nominal scale μF ¼ Q. With the
scale μF;x, we observe reduced u and d (anti)quark PDFs
and increased gluon and strangeness PDFs at x < 10−2,
as compared to the nominal CT18 fit, with some compen-
sating changes occurring in the same PDFs in the

FIG. 1. The CT18 dataset, represented in a space of partonic ðx;QÞ, based on Born-level kinematical matchings, ðx;QÞ ¼ ðxB; QÞ, in
DIS, etc. The matching conventions used here are described in Ref. [20]. Also shown are the ATLAS 7 TeVW=Z production data (Exp.
ID ¼ 248), labeled ATL7WZ’12, fitted in CT18Z.

TIE-JIUN HOU et al. PHYS. REV. D 103, 014013 (2021)

014013-4

Latest kinematic coverage for CT18

3681 data points from over 39 different experiments
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(iii) a free scenario particular to CJ, in which the parameters
in Eq. (3) for the off-shell nucleon are allowed to vary.

The dynamical deuteron corrections are natively imple-
mented in the CJ framework, and the off-shell parameters
can be simultaneously fitted with the PDFs. So far, however,
the CT code only supports deuteron corrections given in the
form of analytic interpolations, such as the one obtained from
the correction in [59]. To implement the fixed CJ15 deuteron
correction in the CT framework and render it more directly
comparable to CJ with respect to its treatment of deuteron tar-
get data, we instead multiply the experimental DIS deuteron
structure function by the F N

2 /F D
2 nucleon-to-deuteron ratio

plotted in Fig. 3:

F N
2 ≡ Fd

2,exp

(
F N

2

Fd
2

)

CJ15

, (4)

with F N
2 = F p

2 + Fn
2 . The effective isoscalar combination

of proton and neutron structure functions thus defined can
then be directly compared to uncorrected theoretical calcu-
lations of the isoscalar deuteron DIS structure function. On
this logic, the CT and CJ fits with a fixed CJ15 correction are
placed on similar theoretical footing regarding the imple-
mentation of the deuteron effects, with the main difference
being whether the correction is imposed within the theoreti-
cal structure function calculation or in the Fd

2 experimental
data – a fact which is immaterial for the sake of evaluating
the χ2-function and allows us to compare the impact of the
same fixed correction on the CJ and CT frameworks. While
a full analysis of the nuclear correction uncertainties is out-
side the scope of this article, the effect of letting the nuclear
off-shell parameters free to vary in the present analysis can
be appreciated by comparing the CJ fits in the fixed and free
nuclear corrections scenarios.

The size and x dependence of the deuteron corrections,
as quantified by the isoscalar nucleon-to-deuteron structure
function ratio F N

2 /Fd
2 , are shown in Fig. 3 for several rep-

resentative choices of Q2. One immediately notices that
deuteron corrections depend on the DIS scale and, at large x ,
increase with Q2 toward a fixed point in the Q2 →∞ Bjorken
limit; as such, deuteron corrections become effectively scale
independent for Q2 ! 50 GeV2. For each plotted value of
Q2, the figure also indicates the maximum x values below
which data are accepted in the CJ and CT fits according to
their W 2 > 3 and W 2 > 12.25 GeV2 kinematic cuts, respec-
tively. For CJ, which extends the analyzed DIS data set to the
low-Q2 and large-x values as shown in Fig. 4, it is imperative
to correctly account for the Q2 dependence of the deuteron
correction in order to avoid conflicts with the leading-twist
logarithmic Q2 evolution that constrains the fitted gluon dis-
tribution in DIS experiments. For CT, with its larger W 2 cut,

Fig. 4 Kinematics of the DIS data included in the fits discussed in this
paper. The HERA DIS collider data were taken on proton targets; the
fixed-target SLAC, JLab, BCDMS and NMC experiments include both
proton and deuterium target data at approximately the same kinematics.
The W 2 = 12.25 GeV2 and W 2 = 3 GeV2 cuts adopted, respectively,
by the CT and CJ fits are shown by dashed and dot-dashed lines, respec-
tively. The figure is taken from Ref. [60]

the deuteron corrections are small and nearly scale indepen-
dent, as seen in Fig. 4, except for the less precise BCDMS
deuteron points with x ! 0.6 (see the kinematical map in
Fig. 3), where some influence from the deuteron correction
is expected and indeed quantified in Sect. 4.

2.2 Power-suppressed effects

Due to their less conservative kinematical restrictions on
Q2 and W 2, the CJ global fits extend into a region for
which power-suppressed corrections are non-negligible, as
depicted in Fig. 4. On the one hand, dynamical higher-twist
corrections of O(Λ2/Q2) emerge because of the presence
of multi-parton correlations within the soft portion of the
factorized DIS process, for which the first subleading con-
tribution to the twist expansion for unpolarized scattering
are matrix elements of twist-4 operators [61,62]. As in CJ,
these are often determined phenomenologically using forms
like F2(x, Q2) = FLT

2 (x, Q2)
[
1 + C(x)

/
Q2], where FLT

2
represents the leading-twist structure function, and a fitted
coefficient, C(x) = αxβ(1 + γ x), parametrizes the power-
suppressed twist-4 corrections. On the other hand, target-
mass corrections ofO(M2

N/Q2) are due to the non-negligible
mass, MN , of the struck nucleon, and are implemented via the
operator product expansion of Georgi and Politzer [63,64]
or related prescriptions, as extensively reviewed in [65,66].
Both corrections are natively implemented in the CJ frame-
work.

In contrast, CT imposes more restrictive kinematical cuts
in W 2, such that the standard CT data sets lie beyond the
region for which the finite ∼1/Q2 corrections are significant.
In the past CT studies it mattered little whether the deuteron

123

Old kinematic coverage showing the impact

of the W2 cuts on data selection


 vs W2 > 12.25 GeV2 W2 > 3 GeV2

[Owens et al, PRD87]

[Accardi et al, EPJC81]

[Accardi et al, EPJC81]

Impact on analysis of the ratio of 

structure functions nucleon-deuteron

CT18: [Hou et al., PRD103]

CJ15: [Accardi et al., PRD93]
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Fig. 3 We plot the nuclear correction ratio, F N
2 /Fd

2 , calculated
using the central CJ15 fit results for several selections of the Q2

scale. Each of the four panels above highlights a given value
of Q2, while graying out the curves for other scales in order to
retain visual information on the scale dependence of the correc-

tion factor at large x . In the upper two panels, which focus on
lower scales, Q2 = 5, 10 GeV2, the dotted lines indicate the range
of x that is only accessible to CJ (W 2 > 3 GeV2) but not CT
(W 2 > 12.25 GeV2), due to the more conservative cut of the latter

nucleon’s parton distributions, f̃ N , with a suitable nucleonic
“smearing function,” SN/d :

f d (x, Q2) =
∫

dz
z

∫
dp2

NS
N/d(z, p2

N ) f̃ N (x/z, p2
N , Q2).

(1)

Here, z represents the momentum fraction of the (isoscalar)
nucleon within the deuteron, defined as z ≡ (Md/MN )(pN ·
q/pd ·q); pd,N are the deuteron and nucleon four-momenta;
and Md,N are their respective on-shell masses. This repre-
sentation is founded on the so-called Weak Binding Approx-
imation (WBA) to the calculation of nuclear structure func-
tions [46,58], where the SN/d smearing function is calcula-
ble based on an assumed nuclear potential; as in Ref. [9], we
assume the AV18 potential. Since pN is generically off-shell
for a bound nucleon, but typically by only a small amount,
one can further expand the bound-nucleon PDF, f̃ N , in pow-
ers of its off-shellness, ω = (p2

N − M2
N )/M2

N , as

f̃ q/N (y, p2
N , Q2) = f N (y, Q2)+ p2

N − M2
N

M2
N

δ f N (y, Q2)

+ O(ω2). (2)

The first term, corresponding to p2
N = M2

N , gives the PDF
of the free, on-shell nucleon. In the second term, the O(ω)

coefficient (also known as “off-shell function”) can be phe-
nomenologically parametrized and determined in a global fit
from the interplay of data involving deuterium targets and
information involving free-nucleon-based observables like
W boson production at the Tevatron, the Relativistic Heavy
Ion Collider (RHIC) or the LHC. Like in Ref. [9], we assume
the flavor-independent 3-parameter shape function

δ f N (x) = C(x − x0)(x − x1)(1 + x0 − x) , (3)

with x1 fixed by requiring the off-shell PDFs to satisfy the
quark-number sum rule. Further technical details and a dis-
cussion of the fit results can be found in Ref. [9].

Section 4 considers three main scenarios for implementing
the deuteron corrections (d.c.) discussed above:

(i) an uncorrected scenario for which no nuclear effects
are included for the deuteron;

(ii) a fixed scenario in which the nuclear wave-function
effects (on- and off-shell) are frozen to the AV18-
informed choice of Ref. [9], and the off-shellness cor-
rection, δ f N (x), is set to the CJ15 central fit; and

123
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∫

dz
z

∫
dp2

NS
N/d(z, p2
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N , Q2).

(1)

Here, z represents the momentum fraction of the (isoscalar)
nucleon within the deuteron, defined as z ≡ (Md/MN )(pN ·
q/pd ·q); pd,N are the deuteron and nucleon four-momenta;
and Md,N are their respective on-shell masses. This repre-
sentation is founded on the so-called Weak Binding Approx-
imation (WBA) to the calculation of nuclear structure func-
tions [46,58], where the SN/d smearing function is calcula-
ble based on an assumed nuclear potential; as in Ref. [9], we
assume the AV18 potential. Since pN is generically off-shell
for a bound nucleon, but typically by only a small amount,
one can further expand the bound-nucleon PDF, f̃ N , in pow-
ers of its off-shellness, ω = (p2

N − M2
N )/M2

N , as

f̃ q/N (y, p2
N , Q2) = f N (y, Q2)+ p2

N − M2
N

M2
N

δ f N (y, Q2)

+ O(ω2). (2)

The first term, corresponding to p2
N = M2

N , gives the PDF
of the free, on-shell nucleon. In the second term, the O(ω)

coefficient (also known as “off-shell function”) can be phe-
nomenologically parametrized and determined in a global fit
from the interplay of data involving deuterium targets and
information involving free-nucleon-based observables like
W boson production at the Tevatron, the Relativistic Heavy
Ion Collider (RHIC) or the LHC. Like in Ref. [9], we assume
the flavor-independent 3-parameter shape function

δ f N (x) = C(x − x0)(x − x1)(1 + x0 − x) , (3)

with x1 fixed by requiring the off-shell PDFs to satisfy the
quark-number sum rule. Further technical details and a dis-
cussion of the fit results can be found in Ref. [9].

Section 4 considers three main scenarios for implementing
the deuteron corrections (d.c.) discussed above:

(i) an uncorrected scenario for which no nuclear effects
are included for the deuteron;

(ii) a fixed scenario in which the nuclear wave-function
effects (on- and off-shell) are frozen to the AV18-
informed choice of Ref. [9], and the off-shellness cor-
rection, δ f N (x), is set to the CJ15 central fit; and
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Fig. 6 Upper row: The PDF ratios d/u and their asymmetric error
bands for T 2 = 10 at scale Q = 2 GeV within the CT (left) and
CJ (right) fitting frameworks. We normalize all d/u error bands to the
ratio from the central no d.c. fit (without any assumed deuteron cor-
rection). The left panel shows the CT no d.c., CT fixed d.c.,
andCT no nu-A error bands. The right panel shows the analogousCJ

no d.c., CJ fixed d.c., CJ no-W_slac, and the CJ free
d.c. fits. The abscissas are scaled to highlight the impact of the
deuteron corrections at large x , where the impact is most pronounced,
as well as the modest enhancement in the d/u ratio for x ! 0.01 in
CT at left. Lower row: now showing the absolute d/u ratios on a linear
x-axis scale to highlight the behavior at high x

less statistically significant in the context of the T 2 = 10
tolerance used to determine the uncertainty bands. For CJ,
it will be interesting to confirm this effect by fitting the full
JLab 6 GeV inclusive data set [111], and, even more so, the
JLab 12 GeV data which will augment the precision of the

available DIS measurements over a wide Q2 range at large
x , once available.
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Eur. Phys. J. C (2021) 81 :603 Page 15 of 27 603

Fig. 6 Upper row: The PDF ratios d/u and their asymmetric error
bands for T 2 = 10 at scale Q = 2 GeV within the CT (left) and
CJ (right) fitting frameworks. We normalize all d/u error bands to the
ratio from the central no d.c. fit (without any assumed deuteron cor-
rection). The left panel shows the CT no d.c., CT fixed d.c.,
andCT no nu-A error bands. The right panel shows the analogousCJ

no d.c., CJ fixed d.c., CJ no-W_slac, and the CJ free
d.c. fits. The abscissas are scaled to highlight the impact of the
deuteron corrections at large x , where the impact is most pronounced,
as well as the modest enhancement in the d/u ratio for x ! 0.01 in
CT at left. Lower row: now showing the absolute d/u ratios on a linear
x-axis scale to highlight the behavior at high x

less statistically significant in the context of the T 2 = 10
tolerance used to determine the uncertainty bands. For CJ,
it will be interesting to confirm this effect by fitting the full
JLab 6 GeV inclusive data set [111], and, even more so, the
JLab 12 GeV data which will augment the precision of the

available DIS measurements over a wide Q2 range at large
x , once available.
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Pheno PDFs with different perspectives
Comparison of CTEQ-TEA (CT) and CTEQ-JLab (CJ) analyses

Sensitivity of PDF configuration with objective function 
will vary, from data set to data set, between CJ and CT.

Importance of deuteron corrections and set of 
approximations.

of x. This is illustrated in Fig. 14, which demonstrates the
shrinking of the d=u uncertainty bands (which are shown
here and in the remainder of this section at the 90% C.L.)
with the successive addition of various data sets. Compared
with the fit to DIS only data, in which the d=u ratio has very
large uncertainties beyond x ≈ 0.4, the addition of the
lepton asymmetries leads to a reduction in d=u of more than
a factor of two at x≲ 0.4, with more limited impact at

higher-x values due to the PDF smearing caused by the
lepton decay vertex. (Addition of Z boson rapidity data
[90,91] has only modest impact on d=u.) Subsequent
inclusion of the W asymmetries leads to a further halving
of the uncertainty at x ≈ 0.6–0.8, while having minimal
effect on the errors at x≲ 0.4.
In fact, independent of the charge asymmetry data, a

significant reduction in the d=u uncertainty at intermediate
x values is already provided by the Jefferson Lab BONuS
data on Fn

2=F
d
2 [20,21]. While the BONuS data have little

or no effect at x≲ 0.3, the reduction in the d=u error at
x ∼ 0.5–0.6 is almost as large as that from the lepton
asymmetries. (The BONuS data have a slight preference for
stronger nuclear corrections, in contrast to the lepton
asymmetry data, although the tension is not significant.)
Using all the available data from DIS and W boson
production, the central value of the extrapolated d=u ratio
at x ¼ 1 is ≈0.1 at the input scale Q2

0. The nuclear model
dependence of the central values of the x → 1 limit of d=u
is relatively weak, ranging from 0.08 for the WJC-1 wave
function to 0.12 for the CD-Bonn model. For our best fit,
we obtain the extrapolated value,

d=u!
x→1

0.09" 0.03; ð16Þ

at the 90% C.L., which represents a factor ≈2 reduc-
tion in the central value compared with the CJ12
result [14].
While the new charge asymmetry and BONuS Fn

2=F
d
2

measurements provide important constraints on the d=u
ratio, the existing inclusive deuteron DIS data still play an
important role in global analyses, as does the proper
treatment of the nuclear corrections. If one were to fit
Fd
2 data without accounting for nuclear effects (assuming

Fd
2 ¼ Fp

2 þ Fn
2), the resulting d=u ratio would be strongly

overestimated beyond x ¼ 0.6, where the Fd
2=F

N
2 ratio

begins to deviate significantly from unity (see Fig. 9).
This is illustrated in Fig. 15, where the CJ15 d=u ratio is
compared with the fit without nuclear corrections. This
behavior can be understood from the shape of the Fd

2=F
N
2

ratio Fig. 9 at large x, where the effect of the nuclear
corrections is to increase the ratio above unity for x≳ 0.6.
Since Fd

2 and Fp
2 are fixed inputs, a larger Fd

2=F
N
2 is

generated by a smaller neutron Fn
2 and hence a smaller d=u

ratio. For example, the effect of the nuclear corrections is to
shift the d=u ratio at x ¼ 0.8 from the range ≈0.1–0.3 to
≈0–0.2 once the smearing and off-shell effects are
included. Removing the deuterium data altogether
increases the overall uncertainty band for x≳ 0.7. The
deuteron data also reduce the d=u uncertainties slightly at
smaller values of x≲ 0.2 (see below).
Effects on large-x PDFs from nuclear corrections have

also been investigated by several other groups in recent
years [6,10,80,99,106] and it is instructive to compare
the CJ15 results on the d=u ratio with those analyses.

FIG. 13. W boson charge asymmetry AW from pp̄ → WX as a
function of the W boson rapidity yW for CDF (green open
squares) [89] and DØ (blue circles) [19] data compared with the
CJ15 fit with 90% C.L. uncertainty (yellow band).

FIG. 14. Impact of various data sets on the d=u ratio at
Q2 ¼ 10 GeV2. The 90% C.L. uncertainty band is largest for
the DIS only data (yellow band), and decreases with the
successive addition of Jefferson Lab BONuS Fn

2=F
d
2 [21] data

(green band), lepton asymmetry [17,18,88] (and Z rapidity
[90,91]) data (blue band), and W boson asymmetry data
[19,89] (red band).
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 [Accardi et al., PRD93]

[Accardi et al, EPJC81]
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FIG. 8: Top: 90% C.L. uncertainties on the ratio d(x,Q)/u(x,Q) for CT18, CT14HERAII, and CT18Z NNLO
ensembles at Q = 1.4 and 100 GeV. Bottom: Same, comparing CT18 and CT14HERAIINNLO ratios (bottom-left)

and respective NLO ratios (bottom-right) to the CJ15 NLO ensemble at Q = 10 GeV.

presented in Fig. 9. Rs(x,Q) measures the x and Q dependence of the breaking of flavor-SU(3) symmetry, with older
analyses typically fixingRs = 0.5. More recently, a number of previous CTEQ studies [55, 144] examined contemporary
constraints on Rs, particularly driven by the neutrino-induced SIDIS dimuon production measurements by the CCFR
and NuTeV Collaborations, but also by precise inclusive HERA measurements. These works found significant evidence
of an independent x dependence for s+(x)⌘ s(x)+ s̄(x), distinct from ū+d̄, but were unable to exclude a vanishing

strangeness momentum fraction asymmetry, hxis� =
R
1

0
dx x[s� s̄](x,Q = mc)=0.

In the present work, we continue to assume s�(x,Q) = 0 and focus on s+(x,Q) and the related Rs(x,Q), the
quantities that both reflect the interplay of the older charged-current DIS data and new LHC measurements that are
detailed later in Sec. V and App. A. Here let us mention that, at x ⌧ 10�3, the Rs ratio is determined entirely by
the parametrization form and was found in CT10 to be consistent with the exact SU(3) symmetry of PDF flavors,
Rs(x,Q) ! 1 at x ! 0, albeit with a large uncertainty. The SU(3)-symmetric asymptotic solution at x ! 0 was not
enforced in CT14 or CT14HERAII, so that their Rs ratio was around 0.3 to 0.5 at x ⇡ 10�5 and Q = 1.4 GeV. In
CT18, we have assumed a di↵erent s-PDF nonperturbative parametrization form (with one more parameter added),
but the one that still ensures a stable behavior of Rs for x!0, so that Rs(x ! 0) is about 0.7 and 1, respectively, in
CT18 and CT18Z fits.

3. Changes in the x dependence of PDFs, summary

We may summarize the pulls of specific processes on the central CT18 fit as follows.

• The most noticeable overall impact of the LHC inclusive jet production on the central gluon PDF g(x,Q) is to

[Hou et al, PRD103]

CT: role of parametrization,

 detailed uncertainties

A. Accardi— CJ (04/09 D09)
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(d)

ϕ ϕ* ϕ ϕ* ϕ ϕ*

ϕ ϕ*

f(x) ����!
xB!1

(1� xB)
n=3 (1� xB)

n>4 (1� xB)
n>5
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Analyze QCR with CT18NNLO global fit of proton PDFs,

explore the functional mimicry of PDFs and


revisit the interpretation of the “data vs. physical manifestations”.

Theoretical constraints and phenomenological analyses
We explore quark counting rules to probe large-x structure from QCD scattering data.

 spectators

helicities of active quark and target

p = #
λq & λA =

Brodsky and Farrar; Ezawa;  Berger and Brodsky;  Soper;  Brodsky, Burkardt and Schmidt

F2(xB) ����!
xB!1

(1� xB)
2p�1+2|�q��A|
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Quark counting rules where proved for exclusive and inclusive processes. 

They focus on the role of the struck quark when carrying most of the hadron momentum.

Quark counting rules are often extended from structure functions to PDFs.

[AC & Nadolsky, PRD 103 (2021)]
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Baseline functional form in global analyses


such that we can define:

Effective exponents for structure functions and PDFs
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fa/A(x,Q
2
0) = xA1,a(1� x)A2,a ⇥ �a(x)
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Aeff
2 (F ) ⌘ @ ln (F (x,Q))

@ ln (1� x)
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[Ball et al, EPJC76]

[AC & Nadolsky, PRD 103 (2021)]

 follows QCR within uncertainties.F2
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Pheno PDFs with different perspectives
Comparison of CTEQ-TEA (CT) and CTEQ-JLab (CJ) analyses
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Fig. 6 Upper row: The PDF ratios d/u and their asymmetric error
bands for T 2 = 10 at scale Q = 2 GeV within the CT (left) and
CJ (right) fitting frameworks. We normalize all d/u error bands to the
ratio from the central no d.c. fit (without any assumed deuteron cor-
rection). The left panel shows the CT no d.c., CT fixed d.c.,
andCT no nu-A error bands. The right panel shows the analogousCJ

no d.c., CJ fixed d.c., CJ no-W_slac, and the CJ free
d.c. fits. The abscissas are scaled to highlight the impact of the
deuteron corrections at large x , where the impact is most pronounced,
as well as the modest enhancement in the d/u ratio for x ! 0.01 in
CT at left. Lower row: now showing the absolute d/u ratios on a linear
x-axis scale to highlight the behavior at high x

less statistically significant in the context of the T 2 = 10
tolerance used to determine the uncertainty bands. For CJ,
it will be interesting to confirm this effect by fitting the full
JLab 6 GeV inclusive data set [111], and, even more so, the
JLab 12 GeV data which will augment the precision of the

available DIS measurements over a wide Q2 range at large
x , once available.

123

[Accardi et al, EPJC81]

Eur. Phys. J. C (2021) 81 :603 Page 17 of 27 603

Fig. 9 The L2 sensitivities computed according to Eq. (5) for
Q = 2 GeV, giving the pulls on the d/u PDF ratio of the
process-dependent data sets fitted by CT (left) and CJ (right).

Upper, middle, lower rows: results for the no d.c., fixed
d.c., and free d.c. fits discussed at the beginning of Sect. 4

123

L2 sensitivity shows the correlation 
between a given PDF configuration and 
objective function.

Pulls on  when .χ2 f (x) → f (x) + Δf (x)

 L2 sensitivity: [Phys.Rev. D98 (2018)], [Phys.Rev.D 100 (2019)]

Pulls affected by cuts, e.g. on deuteron data sets


