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Parton distribution functions are universal properties of a hadron

predict/describe outcome of different experiments (e.g. @LHC, EIC, …)

Nonperturbative distributions of quarks & gluons (PDFs) 

2governs nonperturbative properties of hadrons

“Seeing” internal structure of nucleon without seeing quarks & gluons? 

Parton distribution functions (PDFs)
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64 7.1. GLOBAL PROPERTIES AND PARTON STRUCTURE OF HADRONS

Figure 7.11: Correlation (upper panel) and sensitivity (lower panel) coefficients between the
gluon helicity distribution Dg(x, Q2) and the (photon-nucleon) double-spin asymmetry A1,
as well as between the quark-singlet distribution DS(x, Q2) and A1, as a function of {x, Q2}.
The lighter blue and darker blue circles represent the values of the correlation (sensitivity)
coefficient for

p
s = 45 GeV and 140 GeV, respectively. In all the cases the size of the circles

is proportional to the value of the correlation (sensitivity) coefficient.
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Figure 7.12: Impact of the projected EIC ALL pseudoda on the gluon helicity (left panel)
and quark singlet helicity (right panel) distributions as a function of x for Q2 = 10 GeV2.
In addition to the DSSV14 estimate (light-blue), the uncertainty bands resulting from the fit
including the

p
s = 45 GeV DIS pseudodata (blue) and, subsequently, the reweighting withp

s = 140 GeV pseudodata (dark blue), are also shown.

the impact of the extrapolation region, three sets of pseudodata were generated by
shifting the unmeasured region at low x with ±1s confidence level, using existing
helicity PDF uncertainties as well as the central predictions.

In Fig. 7.13 the uncertainty bands for gp
1 before and after the three scenarios (±1s

confidence level and central) at the EIC are shown, along with the ratios dEIC/d

Impact of projected EIC data
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Figure 2.9: Present (outer area) and projected (inner area) accuracies for the correlated trun-
cated integrals of ∆Σ and ∆g over 0.001 ≤ x ≤ 1 [66].

vances in hadron beam polarimetry (cf. Sec-
tion 6.2.5).

An additional, and unique, avenue for de-
lineating the flavor structure of the quark
and anti-quark spin contribution to the pro-
ton spin at the EIC is electroweak deep-
inelastic scattering. At high Q2, the deep-
inelastic process also proceeds significantly

via exchange of Z and W± bosons. This
gives rise to novel structure functions that
are sensitive to different combinations of the
proton’s helicity distributions. For instance,
in the case of charged-current interactions
through W−, the inclusive structure func-
tions contribute,

gW
−

1 (x,Q2) =
[

∆u+∆d̄+∆c+∆s̄
]

(x,Q2) ,

gW
−

5 (x,Q2) =
[

−∆u+∆d̄−∆c+∆s̄
]

(x,Q2) , (2.12)

where ∆c denotes the proton’s polarized
charm quark distribution. The analysis
of these structure functions does not rely
on knowledge of fragmentation. Studies
show that both neutral-current and charged-
current interactions would be observable at
the EIC, even with relatively modest inte-
grated luminosities. To fully exploit the po-
tential of the EIC for such measurements,
positron beams are required, albeit not nec-
essarily polarized. Besides the new in-

sights into nucleon structure this would pro-
vide, studies of spin-dependent electroweak
scattering at short distances with an EIC
would be beautiful physics in itself, much
in the line of past and ongoing electroweak
measurements at HERA, Jefferson Labora-
tory, RHIC, and the LHC. As an illustra-
tion of the EIC’s potential in this area,
Fig. 2.10 shows production-level estimates
for charged-current interactions through W−

and W+ exchange at collision energy
√
s =

31

EIC white paper: EPJA (2016)
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Status of unpolarized gluon distribution
Noticeable differences in unpolarized gluon PDF between global fits  
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Perturbative QCD based predictions at large x : 
   to which degree they hold? 

    modification due to nonperturbative effects?

17

FIG. 11. Io↵e-time distribution after the implementation of the perturbative matching kernel on the lattice reduced pseudo-
ITD data along with the light-cone ITD calculated for the model: 2-param (Q), in the MS renormalization scheme at 2
GeV.

FIG. 12. Unpolarized gluon PDF (blue band) extracted from our lattice data using the 2-param (Q) model. We compare
our results to gluon PDFs extracted from global fits to experimental data, CT18 [3], NNPDF3.1 [4], and JAM20 [86]. The

normalization of the gluon PDF is performed using the gluon momentum fraction hxiMS
g (µ = 2GeV)=0.427(92) from [34]. The

figures on left and right are the same distributions with di↵erent scales for x g(x) to enhance the view of the large-x region.

and determine the total uncertainty in the PDF. The statistical uncertainty of the gluon PDF determined from the
fit Eq. (35) and the uncertainty from the normalization using hxig are added in quadrature and the final uncertainty
is shown as the outer band in Fig. 12.

As discussed in [85], from the fitting of the ITD constructed from the NNPDF x g(x) distribution, one needs the
lattice data beyond ⌫ ⇠ 15 to evaluate the gluon distribution in the small-x region. In the present calculation, we can
extract the ITD up to ⌫ ⇠ 7.07. Therefore, the larger uncertainty and di↵erence in the small-x region determined from
the lattice data is expected. As a cautionary remark, we also remind the readers that we have not included the mixing
of the gluon operator with the quark singlet sector in the present calculation. Moreover, this calculation is performed
at the unphysical pion mass and in principle, physical pion mass, continuum, and infinite volume extrapolation
should be performed for a proper comparison with the phenomenological distribution. Therefore, it remains a matter
of future investigation to draw a more specific conclusion about the x g(x) distribution extracted from the lattice
QCD calculation in the large-x region. We also note that the shrinking of the statistical uncertainty band in the PDF
near x ⇠ 0.15 results from the correlation of the PDF fit parameters. This feature has also been seen in previous
works [32, 39, 48, 50].

However, within these limitations, we find the large-x distribution is in reasonable agreement with the global fits

Khan, RSS, et al (HadStruc Collab)
(PRD 2021)
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helicity GPD calculation of the proton [33], and a quasi-TMD calculation in the pion [34]. However, there are fewer
lattice calculations of gluon distribution functions than that of quark distributions. Lattice calculations include the
gluon momentum fraction [35, 36], the gluon contribution to the nucleon spin [37], gluon gravitational form factors
of the nucleon and the pion [38]. Recently, there have been attempts to calculate gluon PDFs in the nucleon [39, 40]
and in the pion [41].

In this work, we apply the pseudo-PDF approach [18] to extract the gluon PDF in the nucleon. We calculate the
Io↵e-time pseudo-distribution function (pseudo-ITD), M(⌫, z2) [18, 42, 43], where the Io↵e-time [44] is a dimensionless
quantity that describes the length of time that the DIS probe interacts with the nucleon, in units of the inverse
hadron mass. The related pseudo-PDF, P(x, z2) can be determined from the Fourier transform of the pseudo-ITD.
The pseudo-PDF and the pseudo-ITD are the Lorentz invariant generalizations of the PDF and of the Io↵e-time
distribution function (ITD) [45] to non-zero separations, z2 > 0, respectively. In renormalizable theories, the pseudo-
PDF has a logarithmic divergence at small z-separations that corresponds to the DGLAP evolution of the PDF.
The pseudo-PDF and the pseudo-ITD can be factorized into the PDF and perturbatively calculable kernels, similar
to the factorization framework for experimental cross-sections. There have been a number of lattice calculations
implementing the pseudo-PDF method [46–51]. Our calculation applies the reduced pseudo-ITD approach, in which
the multiplicative UV renormalization factors are canceled by constructing a ratio of the relevant matrix elements [48].
This ratio, the reduced pseudo-ITD, removes the Wilson-line related divergences, as well as various other systematic
errors. We determine the gluon PDF from the reduced pseudo-ITD through the short distance factorization (SDF).

The unpolarized gluon PDF must be extracted from our lattice results by inverting the convolution that relates the
PDF to the lattice matrix elements. We have access to a limited number of discrete and noisy values of the matrix
element on the lattice, so this inversion problem is ill-posed. A number of techniques have been proposed to overcome
this inverse problem [52], such as discrete Fourier transform, the Backus-Gilbert method [51, 52], the Bayes-Gauss-
Fourier transform [30], adapting phenomenologically-motivated functional forms [24], and finally the application of
neural networks [53, 54], which provide more flexible parameterizations of the PDFs. Here, we parameterize the
reduced pseudo-ITD using Jacobi polynomials [23, 55]. We vary the parameterization of the lattice matrix elements
to incorporate di↵erent correction terms and to compare multiple functional forms for the gluon PDF to study the
parameterization dependence.

The rest of this paper is organized as follows. In Sec. II, we first identify the matrix elements needed to calculate
the unpolarized gluon parton distribution, construct the reduced pseudo-ITD from the matrix elements and lay out
the position-space matching that relates the reduced pseudo-ITD to the light-cone ITD. In Sec. III, we describe
the construction of the gluonic currents associated with the matrix elements and the nucleon two-point correlators.
Sec. IV contains the details of our lattice setup. In Sec. V, we demonstrate the consistency of the nucleon two-point
correlators by extracting the energy spectra. Sec. VI describes the methodology we implement to calculate the reduced
pseudo-ITD from the three-point correlators. In Sec. VII, we extract the gluon PDF from the reduced pseudo-ITD
and compare our results with the phenomenological distributions. Sec. VIII contains our concluding remarks.

II. THEORETICAL BACKGROUND OF GLUON PSEUDO-DISTRIBUTIONS

A. Matrix Elements

To access the unpolarized gluon PDF, we calculate the matrix elements of a spin-averaged nucleon for operators
composed of two gluon fields connected by a Wilson line, which have the general form

Mµ↵;��(z, p) ⌘ hp|Gµ↵(z)W [z, 0]G��(0) |pi . (1)

Here, zµ is the separation between the gluon-fields, pµ is the 4-momentum of the nucleon, W [z, 0] is the standard
straight-line Wilson line in the adjoint representation,

W [x, y] = Pexp
n
igs

Z 1

0
d⌘ (x� y)µÃµ

�
⌘x+ (1� ⌘)y

�o
, (2)

for the gauge field Aµ, where P indicates that the integral is path-ordered. The matrix elements can be decomposed
into invariant amplitudes, Mpp, Mzz, Mzp, Mpz, Mppzz and Mgg using the four-vectors, pµ and zµ, and the metric
tensor gµ⌫ [56]. These amplitudes are functions of the invariant interval z2 and the Io↵e-time p · z ⌘ �⌫ [44].

The light-cone gluon distribution is obtained from

g
↵�

M+↵;�+(z�, p) = �2p2+ Mpp(⌫, 0) , (3)

X. Ji [PRL 2013]

5
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culate matrix elements of gluon field Gµ⌫ and its dual
eG�� = (1/2)✏��⇢�G⇢� separated by a spatial Wilson line
W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is
the nucleon four-momentum, and s is the nucleon polar-
ization. The combination which gives access to gluon he-
licity correlation with the least number of contamination
terms is �M00(z, pz) ⌘ �M0i;0i(z, pz) +�Mij;ij(z, pz);
i, j = x, y being perpendicular to the nucleon boost in the
z-direction, p = {p0, 0?, pz} [55]. Leveraging the multi-
plicative renormalizability of the link-related UV diver-
gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV loga-
rithmic vertex anomalous dimension of the�M00 matrix
element. As a function of Lorentz invariant variables, z2

and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-
front distance [57]), �M can be expressed in terms of

invariant amplitudes, �M
(+)
sp and �Mpp [55]:

�M(!, z2) = [�M
(+)
sp (!, z2)� !�Mpp(!, z

2)]

�
m2

p

p2z
!�Mpp(!, z

2) . (3)

In contrast, the light-cone correlation that gives access
to x�g(x, µ) at a scale µ is

�Ig(!, µ) ⌘ i[�M
(+)
sp (!, µ)� !�Mpp(!, µ)]

=
i

2

Z 1

�1
dx e�ix!x�g(x, µ), (4)

and does not contain the additional term
(m2

p/p
2
z)!�Mpp as in Eq. (3). A natural choice to

suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
m2

p/p
2
z ⇡ 0.1 and the contamination term dominates

the matrix elements as ! increases. An alternative
expression of �M(!, z2) shows that this matrix element
is still nonvanishing at pz = 0 [54] and the following

subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
p/p

2
z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get

p2k�M(!)
��
pk

= p2k[�M
(+)
sp (!)� !�Mpp(!)]

�m2
p!�Mpp(!) , (6)

and another set of matrix elements by corresponding p2l
(l < k and pk = rpl), we arrive at the following relation
after subtraction:

�Mg(!) ⌘ �M
(+)
sp (!)� !�Mpp(!)

=
r2�M(!)

��
pk

��M(!)
��
pl

r2 � 1
. (7)

Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had

it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-

ments and to determine a contamination-free �Mg(!),

Quasi-PDFs/LaMET (Ji [PRL 2013])

Pseudo-PDFs (Radyushkin [PRD 2017])
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would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had

it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-

ments and to determine a contamination-free �Mg(!),

(i, j = x, y) Balitsky et al [JHEP 2022]



 Lattice QCD formalism for calculating gluon PDFs 

Write renormalized LQCD matrix elements in terms of Lorentz invariant variables 

Ioffe time,                    
Braun, et al [PRD 1995]

z2 and
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perturbative 

matching

2

culate matrix elements of gluon field Gµ⌫ and its dual
eG�� = (1/2)✏��⇢�G⇢� separated by a spatial Wilson line
W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is
the nucleon four-momentum, and s is the nucleon polar-
ization. The combination which gives access to gluon he-
licity correlation with the least number of contamination
terms is �M00(z, pz) ⌘ �M0i;0i(z, pz) +�Mij;ij(z, pz);
i, j = x, y being perpendicular to the nucleon boost in the
z-direction, p = {p0, 0?, pz} [55]. Leveraging the multi-
plicative renormalizability of the link-related UV diver-
gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV loga-
rithmic vertex anomalous dimension of the�M00 matrix
element. As a function of Lorentz invariant variables, z2

and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-
front distance [57]), �M can be expressed in terms of

invariant amplitudes, �M
(+)
sp and �Mpp [55]:

�M(!, z2) = [�M
(+)
sp (!, z2)� !�Mpp(!, z

2)]

�
m2

p

p2z
!�Mpp(!, z

2) . (3)

In contrast, the light-cone correlation that gives access
to x�g(x, µ) at a scale µ is

�Ig(!, µ) ⌘ i[�M
(+)
sp (!, µ)� !�Mpp(!, µ)]

=
i

2

Z 1

�1
dx e�ix!x�g(x, µ), (4)

and does not contain the additional term
(m2

p/p
2
z)!�Mpp as in Eq. (3). A natural choice to

suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
m2

p/p
2
z ⇡ 0.1 and the contamination term dominates

the matrix elements as ! increases. An alternative
expression of �M(!, z2) shows that this matrix element
is still nonvanishing at pz = 0 [54] and the following

subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
p/p

2
z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get

p2k�M(!)
��
pk

= p2k[�M
(+)
sp (!)� !�Mpp(!)]

�m2
p!�Mpp(!) , (6)

and another set of matrix elements by corresponding p2l
(l < k and pk = rpl), we arrive at the following relation
after subtraction:

�Mg(!) ⌘ �M
(+)
sp (!)� !�Mpp(!)

=
r2�M(!)

��
pk

��M(!)
��
pl

r2 � 1
. (7)

Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had

it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-

ments and to determine a contamination-free �Mg(!),

2

culate matrix elements of gluon field Gµ⌫ and its dual
eG�� = (1/2)✏��⇢�G⇢� separated by a spatial Wilson line
W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is
the nucleon four-momentum, and s is the nucleon polar-
ization. The combination which gives access to gluon he-
licity correlation with the least number of contamination
terms is �M00(z, pz) ⌘ �M0i;0i(z, pz) +�Mij;ij(z, pz);
i, j = x, y being perpendicular to the nucleon boost in the
z-direction, p = {p0, 0?, pz} [55]. Leveraging the multi-
plicative renormalizability of the link-related UV diver-
gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV loga-
rithmic vertex anomalous dimension of the�M00 matrix
element. As a function of Lorentz invariant variables, z2

and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-
front distance [57]), �M can be expressed in terms of

invariant amplitudes, �M
(+)
sp and �Mpp [55]:

�M(!, z2) = [�M
(+)
sp (!, z2)� !�Mpp(!, z

2)]

�
m2

p

p2z
!�Mpp(!, z

2) . (3)

In contrast, the light-cone correlation that gives access
to x�g(x, µ) at a scale µ is

�Ig(!, µ) ⌘ i[�M
(+)
sp (!, µ)� !�Mpp(!, µ)]

=
i

2

Z 1

�1
dx e�ix!x�g(x, µ), (4)

and does not contain the additional term
(m2

p/p
2
z)!�Mpp as in Eq. (3). A natural choice to

suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
m2

p/p
2
z ⇡ 0.1 and the contamination term dominates

the matrix elements as ! increases. An alternative
expression of �M(!, z2) shows that this matrix element
is still nonvanishing at pz = 0 [54] and the following

subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
p/p

2
z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get

p2k�M(!)
��
pk

= p2k[�M
(+)
sp (!)� !�Mpp(!)]

�m2
p!�Mpp(!) , (6)

and another set of matrix elements by corresponding p2l
(l < k and pk = rpl), we arrive at the following relation
after subtraction:

�Mg(!) ⌘ �M
(+)
sp (!)� !�Mpp(!)

=
r2�M(!)

��
pk

��M(!)
��
pl

r2 � 1
. (7)

Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had

it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-

ments and to determine a contamination-free �Mg(!),
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�Mg(!, z
2)

Matrix elements are multiplicatively  renormalizable

Radyushkin [PRD 2017]

Balitsky, et al [JHEP 2022]

2

culate matrix elements of gluon field Gµ⌫ and its dual
eG�� = (1/2)✏��⇢�G⇢� separated by a spatial Wilson line
W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is
the nucleon four-momentum, and s is the nucleon polar-
ization. The combination which gives access to gluon he-
licity correlation with the least number of contamination
terms is �M00(z, pz) ⌘ �M0i;0i(z, pz) +�Mij;ij(z, pz);
i, j = x, y being perpendicular to the nucleon boost in the
z-direction, p = {p0, 0?, pz} [55]. Leveraging the multi-
plicative renormalizability of the link-related UV diver-
gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV loga-
rithmic vertex anomalous dimension of the�M00 matrix
element. As a function of Lorentz invariant variables, z2

and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-
front distance [57]), �M can be expressed in terms of

invariant amplitudes, �M
(+)
sp and �Mpp [55]:

�M(!, z2) = [�M
(+)
sp (!, z2)� !�Mpp(!, z

2)]

�
m2

p

p2z
!�Mpp(!, z

2) . (3)

In contrast, the light-cone correlation that gives access
to x�g(x, µ) at a scale µ is

�Ig(!, µ) ⌘ i[�M
(+)
sp (!, µ)� !�Mpp(!, µ)]

=
i

2

Z 1

�1
dx e�ix!x�g(x, µ), (4)

and does not contain the additional term
(m2

p/p
2
z)!�Mpp as in Eq. (3). A natural choice to

suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
m2

p/p
2
z ⇡ 0.1 and the contamination term dominates

the matrix elements as ! increases. An alternative
expression of �M(!, z2) shows that this matrix element
is still nonvanishing at pz = 0 [54] and the following

subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
p/p

2
z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get

p2k�M(!)
��
pk

= p2k[�M
(+)
sp (!)� !�Mpp(!)]

�m2
p!�Mpp(!) , (6)

and another set of matrix elements by corresponding p2l
(l < k and pk = rpl), we arrive at the following relation
after subtraction:

�Mg(!) ⌘ �M
(+)
sp (!)� !�Mpp(!)

=
r2�M(!)

��
pk

��M(!)
��
pl

r2 � 1
. (7)

Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had

it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-

ments and to determine a contamination-free �Mg(!),

Zhang, et al [PRL 2019], Li, et al [PRL 2019]

Renormalization:

a ⇡ 0.094L⇥ T = 323 ⇥ 64 m⇡ = 358
Lattice details:

 MeVfm
L

a

T

Saalfeld, et al [EPJ1998]



 LQCD matrix elements for polarized gluon distribution 
What we want for the light-cone Ioffe-time distribution:

What we get from the lattice calculation:

2

culate matrix elements of gluon field Gµ⌫ and its dual
eG�� = (1/2)✏��⇢�G⇢� separated by a spatial Wilson line
W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is
the nucleon four-momentum, and s is the nucleon polar-
ization. The combination which gives access to gluon he-
licity correlation with the least number of contamination
terms is �M00(z, pz) ⌘ �M0i;0i(z, pz) +�Mij;ij(z, pz);
i, j = x, y being perpendicular to the nucleon boost in the
z-direction, p = {p0, 0?, pz} [55]. Leveraging the multi-
plicative renormalizability of the link-related UV diver-
gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV loga-
rithmic vertex anomalous dimension of the�M00 matrix
element. As a function of Lorentz invariant variables, z2

and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-
front distance [57]), �M can be expressed in terms of

invariant amplitudes, �M
(+)
sp and �Mpp [55]:

�M(!, z2) = [�M
(+)
sp (!, z2)� !�Mpp(!, z

2)]

�
m2

p

p2z
!�Mpp(!, z

2) . (3)

In contrast, the light-cone correlation that gives access
to x�g(x, µ) at a scale µ is

�Ig(!, µ) ⌘ i[�M
(+)
sp (!, µ)� !�Mpp(!, µ)]

=
i

2

Z 1

�1
dx e�ix!x�g(x, µ), (4)

and does not contain the additional term
(m2

p/p
2
z)!�Mpp as in Eq. (3). A natural choice to

suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
m2

p/p
2
z ⇡ 0.1 and the contamination term dominates

the matrix elements as ! increases. An alternative
expression of �M(!, z2) shows that this matrix element
is still nonvanishing at pz = 0 [54] and the following

subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
p/p

2
z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get

p2k�M(!)
��
pk

= p2k[�M
(+)
sp (!)� !�Mpp(!)]

�m2
p!�Mpp(!) , (6)

and another set of matrix elements by corresponding p2l
(l < k and pk = rpl), we arrive at the following relation
after subtraction:

�Mg(!) ⌘ �M
(+)
sp (!)� !�Mpp(!)

=
r2�M(!)

��
pk

��M(!)
��
pl

r2 � 1
. (7)

Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had

it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-

ments and to determine a contamination-free �Mg(!),

2

culate matrix elements of gluon field Gµ⌫ and its dual
eG�� = (1/2)✏��⇢�G⇢� separated by a spatial Wilson line
W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is
the nucleon four-momentum, and s is the nucleon polar-
ization. The combination which gives access to gluon he-
licity correlation with the least number of contamination
terms is �M00(z, pz) ⌘ �M0i;0i(z, pz) +�Mij;ij(z, pz);
i, j = x, y being perpendicular to the nucleon boost in the
z-direction, p = {p0, 0?, pz} [55]. Leveraging the multi-
plicative renormalizability of the link-related UV diver-
gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV loga-
rithmic vertex anomalous dimension of the�M00 matrix
element. As a function of Lorentz invariant variables, z2

and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-
front distance [57]), �M can be expressed in terms of

invariant amplitudes, �M
(+)
sp and �Mpp [55]:

�M(!, z2) = [�M
(+)
sp (!, z2)� !�Mpp(!, z

2)]

�
m2

p

p2z
!�Mpp(!, z

2) . (3)

In contrast, the light-cone correlation that gives access
to x�g(x, µ) at a scale µ is

�Ig(!, µ) ⌘ i[�M
(+)
sp (!, µ)� !�Mpp(!, µ)]

=
i

2

Z 1

�1
dx e�ix!x�g(x, µ), (4)

and does not contain the additional term
(m2

p/p
2
z)!�Mpp as in Eq. (3). A natural choice to

suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
m2

p/p
2
z ⇡ 0.1 and the contamination term dominates

the matrix elements as ! increases. An alternative
expression of �M(!, z2) shows that this matrix element
is still nonvanishing at pz = 0 [54] and the following

subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
p/p

2
z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get

p2k�M(!)
��
pk

= p2k[�M
(+)
sp (!)� !�Mpp(!)]

�m2
p!�Mpp(!) , (6)

and another set of matrix elements by corresponding p2l
(l < k and pk = rpl), we arrive at the following relation
after subtraction:

�Mg(!) ⌘ �M
(+)
sp (!)� !�Mpp(!)

=
r2�M(!)

��
pk

��M(!)
��
pl

r2 � 1
. (7)

Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in
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demonstrate how these can provide valuable information
and important constraints in the determination of full-x
dependence of PDFs and also the higher moments
of PDFs in the future lattice QCD calculations. In
particular, we determine the analytic behavior of the
unpolarized and polarized gluon ITDs which are not
accessible within the reach of present LQCD calcula-
tions and can provide complementary information to
reconstruct full x-dependence of the unpolarized and
polarized gluon distributions in the future calculations.

II. HELICITY-DEPENDENT GLUON
DISTRIBUTION FROM

HELICITY-INDEPENDENT GLUON
DISTRIBUTION

h�xi
(3)
g

h�xi
(5)
g

h�xi
(7)
g

h�xi
(9)
g

The helicity-aligned gluon distribution is expected to
fall of at least (1 � x) faster than the valence quark dis-
tribution in the nucleon [? ] as x ! 1. The helicity-
aligned gluon distribution g+(x) is thus expected to have
leading (1 � x)4 fall-o↵ as x ! 1 compared to (1 � x)3

fall-o↵ of the valence quark distribution. The helic-
ity anti-aligned gluon distribution g�(x) is expected to
be suppressed by an additional factor of (1 � x)2 rel-
ative to g+(x) as x ! 1. We note that non-leading
helicity flip amplitudes and contributions from higher
Fock components are power-law suppressed and we only
include the next higher Fock component contribution as
x ! 1 in our calculation. Besides, we also allow variation
in the exponents of (1 � x) fall-o↵ through the parameter
� and instead of fixing the pomeron intercept to be
exactly equal to 1, we also allow variation in the exponent
↵. Instead of strictly imposing the power counting at
x ! 1 and the pomeron intercept at x ! 0, we only
take them as a guidance and phenomenologically intro-
duce two parameters ↵ and � to allow the variation of the
power behavior at the small and large x regions as usu-
ally adopted in global analyses. Since it is expected that
the shape of PDFs is not just completely governed by the
small and large x limiting behaviors and being motivated
by the parametrizations in the global fits of PDFs, we
also allow a somewhat flexible interpolating function

(1 + �
p

x + �x) between these two limiting regions For
a well description of the gluon distribution in the full-x
region, we also include a polynomial 1 + c

p
x + dx with

parameters c and d to be fitted. Tianbo, perhaps some
more discussion on the flexibility of our parametrization?
Finally, we write the g+(x) and g�(x) distributions as
As a modification of the function form utilized in Ref. []
by including the polynomial, we parametrize the spin-
aligned and the spin-antialigned gluon distributions as

xg+(x) = x↵
⇥
A(1 � x)4+� + B(1 � x)5+�

⇤

⇥(1 + �
p

x + �x),

xg�(x) = x↵
⇥
A(1 � x)6+� + B(1 � x)7+�

⇤

⇥(1 + �
p

x + �x), (1)

where A and B are normalization parameters to be de-
termined. The inclusion of the subleading term in power
of (1 � x) is to account for the contribution from higher
Fock state. For each term, the power of (1�x) di↵ers by
2 as suggested by the pQCD analysis []. We refer to the
parametrization form Eq. (??) as the ansatz-1.

As a phenomenological exploration, the power di↵er-
ence suggested by the pQCD power counting may also
be modified. To take into account the model depen-
dence on imposing the (1 � x) power di↵erence between
g+(x) and g�(x), we consider another parametrization
by assuming the power di↵erence is 1 as We also consider
the following possibility when the large-x distribution of
g�(x) is suppressed by one power of (1 � x) relative to
the g+(x) distribution.

xg+(x) = x↵
⇥
A(1 � x)4+� + B(1 � x)5+�

⇤

(1 + �
p

x + �x),

xg�(x) = x↵
⇥
A(1 � x)5+� + B(1 � x)6+�

⇤

(1 + �
p

x + �x), (2)

(Tianbo, can you provide a better reasoning here? some
careful discussion needed for the choice of ansatzes 1 and
2) which we refer to as the ansatz-2. The polarized gluon
distribution �g(x) decreases to 0 as x ! 0 for both
ansatz-1 and ansatz-2. This indicates the helicity cor-
relation between the gluon and its parent nucleon disap-
pears when x ! 0, which is a natural expectation since
the relative rapidity becomes infinity.

With the parametrization of the spin-aligned and the
spin-antialigned gluon distributions, one can directly ob-
tain the unpolarized and polarized gluon distributions
from the sum and the di↵erence of them, The unpolarized
gluon distribution xg(x) can be written as a sum of the
helicity aligned and anti-aligned glouon distributions

xg(x) ⌘ xg+(x) + xg�(x), (3)

x�g(x) ⌘ xg+(x) � xg�(x). (4)

To determine the unknown parameters in g+,�(x) in
Eqs. (??) and (??), we fit the unpolarized gluon distribu-
tion from the NNPDF global analysis []. Our precedure
described here can be applied to any other gluon distribu-
tion given by global analysis or model calculation. To fit
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Using analytic representations of the unpolarized gluon distribution guided by the perturbative
QCD based counting rules as momentum fraction x ! 1 and color coherence of gluon couplings in
the limit x ! 0, we predict the polarized gluon distribution in the nucleon.[seems too strong] We
find remarkable agreement between our calculation and global fits of the unpolarized and polarized
gluon distributions, illustrating a very good approximate realization of these distributions using our
method. We investigate the dependence of the gluon helicity distribution �G �g(x) in the nucleon
based on the power suppression of the helicity anti-aligned gluon distribution G�(x) g�(x) relative
to the helicity-aligned gluon distribution G+(x). The Io↵e-time distributions and their asymptotic
limits calculated from these unpolarized and polarized gluon distributions show how first-principles
calculations of these Io↵e-time distributions over a practically accessible domain can allow one to
not only obtain gluon distributions but also several local gluonic moments in case of a problematic
ill-posed inverse problem for extracting gluonic distributions due to limited and noisy data.[I would
like to emphasize this as our main point] We also discuss the possibility of investigating higher twist
e↵ects and other sources of systematic uncertainties in the present-day first-principles calculations
of parton distributions from phenomenologically well-determined Io↵e-time distributions at large
Io↵e-time region.
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Using analytic representations of the unpolarized gluon distribution guided by the perturbative
QCD based counting rules as momentum fraction x ! 1 and color coherence of gluon couplings in
the limit x ! 0, we predict the polarized gluon distribution in the nucleon.[seems too strong] We
find remarkable agreement between our calculation and global fits of the unpolarized and polarized
gluon distributions, illustrating a very good approximate realization of these distributions using our
method. We investigate the dependence of the gluon helicity distribution �G �g(x) in the nucleon
based on the power suppression of the helicity anti-aligned gluon distribution G�(x) g�(x) relative
to the helicity-aligned gluon distribution G+(x). The Io↵e-time distributions and their asymptotic
limits calculated from these unpolarized and polarized gluon distributions show how first-principles
calculations of these Io↵e-time distributions over a practically accessible domain can allow one to
not only obtain gluon distributions but also several local gluonic moments in case of a problematic
ill-posed inverse problem for extracting gluonic distributions due to limited and noisy data.[I would
like to emphasize this as our main point] We also discuss the possibility of investigating higher twist
e↵ects and other sources of systematic uncertainties in the present-day first-principles calculations
of parton distributions from phenomenologically well-determined Io↵e-time distributions at large
Io↵e-time region.
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Isolating gluon helicity Ioffe-time distribution from LQCD dataIsolating gluon helicity Ioffe-time distribution from LQCD data
Correction through fits using moments

: odd in  

: even in  
}

12

Fit a0 a1 b0 b1 cov[a0, a1] cov[a0, b0] cov[a0, b1] cov[a1, b0] cov[a1, b1]

Fit-1 0.051(13) 0.0058(11) 0.362(22) - 7.34⇥ 10�6 0.00019 - 4.484231574 -

Fit-2 0.061(14) 0.0043(20) 0.371(31) 0.0066(33) 5.50⇥ 10�6 -0.00032 4.41⇥ 10�6
�1.72⇥ 10�5

�5.44⇥ 10�6

TABLE III. Fitted parameters from the fits to the reduced pseudo-ITD through fits (23) using moments. The covariance among
di↵erent fit parameters are listed as cov[ai, bj ]. The two di↵erent fits are labeled by Fit-1 and Fit-2 as described in the text.

IV. ISOLATING THE GLUON HELICITY IOFFE-TIME PSEUDO-DISTRIBUTION

In this section, we use two methods to correct for the O(m2
p/p

2
z) term to determine the gluon helicity Io↵e-time

pseudo-distribution. As can be seen in Fig. 6, the O(m2
p/p

2
z) terms give a substantial contribution to the matrix

elements for the kinematics available to a lattice calculation. In Sec. IVA, the ⌫-dependence of [fM+
sp � ⌫ fMpp] and

the correction from the O(m2
p/p

2
z) contribution are modeled to isolate the gluon helicity pseudo-distribution. In

Sec. IVB, a rest-frame matrix element is subtracted to correct for the dominant O(m2
p/p

2
z) contamination term.

A. Method-I: fits using moments

From Eq. (16), we see that at a fixed value of ⌫ and large pz, we can approximate

fM(⌫, z2) ⇡ [fM+
sp(⌫, z

2)� ⌫ fMpp(⌫, z
2)] , (22)

and it is the ⌫-dependence of [fM+
sp � ⌫ fMpp] that governs the x-dependent gluon helicity distribution. Therefore, our

goal in this section is to estimate the size of the O(m2
p/p

2
z) contamination and try to eliminate the contamination

e↵ects from the matrix elements used to define the reduced pseudo-ITD.

In Eq. (16), fM+
sp is an odd function of ⌫ and fMpp is an even function of ⌫. We therefore write these amplitudes in

terms of odd and even moments that can describe the data in the accessible Io↵e-time region, and thereby parametrize
the lattice data for the reduced pseudo-ITD in Eq. (14) using the following fit form:

�M(!) =
X

i=0

(�1)i

(2i+ 1)!
ai!

2i+1 + !
m

2
p

p2z

X

j=0

(�1)j

(2j)!
bj!

2j
, (23)

where the coe�cients ai are the Mellin moments of the pseudo-distribution related to [fM+
sp(⌫, z

2) � ⌫ fMpp(⌫, z2)],

which can be related to the moments of the PDF [98], while the bi are those for fMpp(⌫, z2).
We only have lattice data in a limited ⌫-domain, so it is only possible to determine the first few moments with good

accuracy in the fit of Eq. (23). We perform two fits labeled by “Fit-1” and “Fit-2,” and obtain the fit parameters
listed in Table III. First, we fit the reduced pseudo-ITD lattice data for all the available z and pz using i = 0, 1 and
j = 0 in the parametrization Eq. (23) and call this fit Fit-1. Table III demonstrates that the coe�cient b0 is much
larger than a0. In this sense, the data are dominated by the O(m2

p/p
2
z) contamination term. The relative smallness of

a0 also means that [fM+
sp � ⌫ fMpp] is a small di↵erence, determined by the subtraction of much larger functions fM+

sp

and ⌫ fMpp, within the range of ⌫ spanned by our data.
Next, we try to incorporate another moment b1 in the fit using j = 0, 1, and find that the second moment does not

result in any significant value within error. We therefore use the fit parameters a0, a1, b0 as the prior for the Fit-2
and obtain the fit results listed in Table III. The smaller domain of Io↵e time data within the fixed z-range and in
particular, smaller pz-values are not su�cient to constrain higher moments in the fits without other prior information.
We compare the results of these two fits to the lattice data in the top panel of Fig. 7 with �

2
/d.o.f. shown. These two

fits are consistent within uncertainty and reproduce the lattice data. We have excluded z = a and 8a data from the
fits to get a smaller �2

/d.o.f.. The z = a matrix element potentially has significant discretization errors O(az ) while
the z = 8a matrix elements could have significant higher twist contamination O(z2⇤2

QCD). The improved �
2
/d.o.f.

when these data are neglected support these possibilities. In future studies with increased precision and range of ⌫,
these systematic errors could be modeled as well. For this proof of principle study, the previously mentioned cuts on
the data are made. The bottom panel of the figure shows the extrapolation of the lattice data in the limit of zero
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culate matrix elements of gluon field Gµ⌫ and its dual
eG�� = (1/2)✏��⇢�G⇢� separated by a spatial Wilson line
W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is
the nucleon four-momentum, and s is the nucleon polar-
ization. The combination which gives access to gluon he-
licity correlation with the least number of contamination
terms is �M00(z, pz) ⌘ �M0i;0i(z, pz) +�Mij;ij(z, pz);
i, j = x, y being perpendicular to the nucleon boost in the
z-direction, p = {p0, 0?, pz} [55]. Leveraging the multi-
plicative renormalizability of the link-related UV diver-
gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV loga-
rithmic vertex anomalous dimension of the�M00 matrix
element. As a function of Lorentz invariant variables, z2

and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-
front distance [57]), �M can be expressed in terms of

invariant amplitudes, �M
(+)
sp and �Mpp [55]:

�M(!, z2) = [�M
(+)
sp (!, z2)� !�Mpp(!, z

2)]

�
m2

p

p2z
!�Mpp(!, z

2) . (3)

In contrast, the light-cone correlation that gives access
to x�g(x, µ) at a scale µ is

�Ig(!, µ) ⌘ i[�M
(+)
sp (!, µ)� !�Mpp(!, µ)]

=
i

2

Z 1

�1
dx e�ix!x�g(x, µ), (4)

and does not contain the additional term
(m2

p/p
2
z)!�Mpp as in Eq. (3). A natural choice to

suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
m2

p/p
2
z ⇡ 0.1 and the contamination term dominates

the matrix elements as ! increases. An alternative
expression of �M(!, z2) shows that this matrix element
is still nonvanishing at pz = 0 [54] and the following

subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
p/p

2
z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get

p2k�M(!)
��
pk

= p2k[�M
(+)
sp (!)� !�Mpp(!)]

�m2
p!�Mpp(!) , (6)

and another set of matrix elements by corresponding p2l
(l < k and pk = rpl), we arrive at the following relation
after subtraction:

�Mg(!) ⌘ �M
(+)
sp (!)� !�Mpp(!)

=
r2�M(!)

��
pk

��M(!)
��
pl

r2 � 1
. (7)

Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had

it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-

ments and to determine a contamination-free �Mg(!),
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we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
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rithmic vertex anomalous dimension of the�M00 matrix
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suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
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challenging to achieve in the near future LQCD cal-
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In this work, we propose a method to analytically elim-

inate the (m2
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z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
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pk
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(+)
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and another set of matrix elements by corresponding p2l
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can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had

it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-
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FIG. 7. Simultaneous fit to the gluonic matrix elements at all momenta used in this calculation. The lattice data points in the
upper panel are the reduced pseudo-ITD in the zero flow time limit and the fitted bands that describe the lattice data points
are generated using the fit parameters listed in Table III. After correcting for the O(m2

p/p
2
z) contamination term in the matrix

element, the desired reduced pseudo-ITDs associated with the gluon helicity distribution from both fits are shown in the lower
panel. For an appropriate comparison of the magnitude of these extrapolations, the fitted pseudo-ITD bands in the bottom
panel are normalized by the gluon momentum fraction, hxig from [17].

Although the subtracted representation still contains an O(m2
p/p

2
z) contamination term, it now contains Mpp in a

subtracted [fMpp(⌫, z2)� fMpp(⌫ = 0, z2)] form, the Taylor expansion (in ⌫) of which starts with ⌫
2 and is accompanied

by the coe�cient b1. As Fit-2 suggests that this coe�cient is very small, we expect that the contamination term for
fMsub to be even smaller than that for fM.

Using the above prescription, we calculate fMsub(z, pz) for each z and pz for a given flow time and calculate the

reduced pseudo-ITD using Eq. (11). The results for fMsub(z, pz) are shown as a function of flow-time in Fig. 8.

In a manner similar to the procedure described in Sec. III A, we determine fMsub(⌫, z2) in the zero flow-time limit

and illustrate the results in the left and the right panels of Fig. 9. Fig. 9 shows that the data for fMsub(⌫, z2) at

the lowest momenta have a factor of ten reduction compared to those for fM(⌫, z2). This means that the proposed
subtraction has strongly decreased the magnitude of the contamination term. We note the resulting statistical error at
the smallest momentum is larger than at the higher momenta due to the factor of (pz)�1 in the definition in Eq (24).
In the left panel of Fig. 9, we compare the lattice data with the pseudo-ITD obtained by fits as we discussed previously
in the bottom panel of Fig. 7. We can clearly see that the expectation for the ITD based on method-1 agrees quite
well with the data for ITD obtained via method-2, thus serving as a cross-check of the two methods. In the right
panel of Fig. 9, we show the result of fits to fMsub(⌫, z2), using the functional form in Eq. (20) with the parameter
b0 = 0 and a0, a1 and b1 left to be fit. Fig. 9 shows that the e↵ect of the residual correction after subtraction, as given
by the b1⌫

3 term, is rather minimal, thus explaining why the subtracted data has an improved universal behavior
with respect to ⌫.

For a comparison between the two di↵erent methods of treating the O(m2
p/p

2
z) contamination term and determi-

nation of the gluon helicity Io↵e-time pseudo-distribution, we plot the fit bands, Fit-1 and Fit-2 from the analyses in
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2

culate matrix elements of gluon field Gµ⌫ and its dual
eG�� = (1/2)✏��⇢�G⇢� separated by a spatial Wilson line
W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is
the nucleon four-momentum, and s is the nucleon polar-
ization. The combination which gives access to gluon he-
licity correlation with the least number of contamination
terms is �M00(z, pz) ⌘ �M0i;0i(z, pz) +�Mij;ij(z, pz);
i, j = x, y being perpendicular to the nucleon boost in the
z-direction, p = {p0, 0?, pz} [55]. Leveraging the multi-
plicative renormalizability of the link-related UV diver-
gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV loga-
rithmic vertex anomalous dimension of the�M00 matrix
element. As a function of Lorentz invariant variables, z2

and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-
front distance [57]), �M can be expressed in terms of

invariant amplitudes, �M
(+)
sp and �Mpp [55]:

�M(!, z2) = [�M
(+)
sp (!, z2)� !�Mpp(!, z

2)]

�
m2

p

p2z
!�Mpp(!, z

2) . (3)

In contrast, the light-cone correlation that gives access
to x�g(x, µ) at a scale µ is

�Ig(!, µ) ⌘ i[�M
(+)
sp (!, µ)� !�Mpp(!, µ)]

=
i

2

Z 1

�1
dx e�ix!x�g(x, µ), (4)

and does not contain the additional term
(m2

p/p
2
z)!�Mpp as in Eq. (3). A natural choice to

suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
m2

p/p
2
z ⇡ 0.1 and the contamination term dominates

the matrix elements as ! increases. An alternative
expression of �M(!, z2) shows that this matrix element
is still nonvanishing at pz = 0 [54] and the following

subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
p/p

2
z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get

p2k�M(!)
��
pk

= p2k[�M
(+)
sp (!)� !�Mpp(!)]

�m2
p!�Mpp(!) , (6)

and another set of matrix elements by corresponding p2l
(l < k and pk = rpl), we arrive at the following relation
after subtraction:

�Mg(!) ⌘ �M
(+)
sp (!)� !�Mpp(!)

=
r2�M(!)

��
pk

��M(!)
��
pl

r2 � 1
. (7)

Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had

it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-

ments and to determine a contamination-free �Mg(!),

2

culate matrix elements of gluon field Gµ⌫ and its dual
eG�� = (1/2)✏��⇢�G⇢� separated by a spatial Wilson line
W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is
the nucleon four-momentum, and s is the nucleon polar-
ization. The combination which gives access to gluon he-
licity correlation with the least number of contamination
terms is �M00(z, pz) ⌘ �M0i;0i(z, pz) +�Mij;ij(z, pz);
i, j = x, y being perpendicular to the nucleon boost in the
z-direction, p = {p0, 0?, pz} [55]. Leveraging the multi-
plicative renormalizability of the link-related UV diver-
gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV loga-
rithmic vertex anomalous dimension of the�M00 matrix
element. As a function of Lorentz invariant variables, z2

and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-
front distance [57]), �M can be expressed in terms of

invariant amplitudes, �M
(+)
sp and �Mpp [55]:

�M(!, z2) = [�M
(+)
sp (!, z2)� !�Mpp(!, z

2)]

�
m2

p

p2z
!�Mpp(!, z

2) . (3)

In contrast, the light-cone correlation that gives access
to x�g(x, µ) at a scale µ is

�Ig(!, µ) ⌘ i[�M
(+)
sp (!, µ)� !�Mpp(!, µ)]

=
i

2

Z 1

�1
dx e�ix!x�g(x, µ), (4)

and does not contain the additional term
(m2

p/p
2
z)!�Mpp as in Eq. (3). A natural choice to

suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
m2

p/p
2
z ⇡ 0.1 and the contamination term dominates

the matrix elements as ! increases. An alternative
expression of �M(!, z2) shows that this matrix element
is still nonvanishing at pz = 0 [54] and the following

subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
p/p

2
z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get

p2k�M(!)
��
pk

= p2k[�M
(+)
sp (!)� !�Mpp(!)]

�m2
p!�Mpp(!) , (6)

and another set of matrix elements by corresponding p2l
(l < k and pk = rpl), we arrive at the following relation
after subtraction:

�Mg(!) ⌘ �M
(+)
sp (!)� !�Mpp(!)

=
r2�M(!)

��
pk

��M(!)
��
pl

r2 � 1
. (7)

Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had

it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-

ments and to determine a contamination-free �Mg(!),

13

FIG. 8. The lattice data points represent the reduced Io↵e-time pseudo-distribution, fM(⌫, z2) in the zero flow-time limit
obtained through the subtraction method using p = 0 matrix elements. The red and cyan bands represent the target mass
corrected reduced Io↵e-time pseudo-distribution using the fit of moments in Sec. IVA. The lattice data points and the fit bands
are normalized using mention that this is normalized using gluon momentum fraction, hxig from [17].

target mass term the resulting matrix elements determined in Sec. IVB become much noisier because of cancellation
between lattice data of similar magnitudes. Within the current precision of the gluon helicity reduced pseudo-ITD
data, we do not expect the perturbative matching formula in Eq. (13) to have a noticeable e↵ect and therefore do
not apply this to the lattice data in this paper. Especially, the current precision of the lattice data does not allow us
to handle the inverse problem e↵ectively using the above-mentioned methods to extract the gluon helicity PDF and
gluon spin content in the nucleon. Similarly, the truncated fits using the moments as listed in Table III also result in
large uncertainty bands in the reduced pseudo-ITD data. While it is shown to be possible to reconstruct the PDFs
using the first few lower moments as in [102], the two extracted moments with larger uncertainty in this calculation
do not allow us for proper reconstruction of gluon helicity PDF. We also have pointed out earlier that, the eIS(⌫, µ2)
distribution is not included in the present work.

FIG. 9. A comparison between lattice reduced Io↵e-time pseudo-distribution, fM(⌫, z2) in the zero flow-time limit obtained
through the subtraction method using p = 0 matrix elements and gluon helicity ITD constructed from global fits of PDFs.
The red band denotes the ITD constructed from gluon helicity distribution by NNPDF collaboration. The green band labeled
by eI(+)

p and eI(+/�)
p represent the gluon helicity ITD with and without the positivity constraint on gluon helicity PDF by the

JAM collaboration.

On the other hand, this calculation already provides the first lattice QCD estimates of the first two nonzero

4

where z is taken in the light-cone “minus” direction, z = z�, p+ is the momentum in the light-cone “plus” direction,

and fM(+)
ps = [fMps + fMsp]. The polarized gluon PDF can be determined by the Io↵e-time distribution

�ieIp(⌫) ⌘ fM(+)
ps (⌫)� ⌫ fMpp(⌫) , (10)

where

�Ip(!) =
i

2

Z 1

�1
dx e�ix!

x�g(x) . (11)

As noted in [26], with knowledge of the polarized gluon ITD eIp (⌫), one can immediately obtain the gluon helicity
contribution to the nucleon spin

�G(µ) =

Z 1

0
d! �Ig(!, µ) =

Z 1

0
dx �g(x, µ) . (12)

The field-strength tensor Gµ↵ is antisymmetric with respect to its indices and g�� = 0, so the left-hand side of
Eq. (9) reduces to a summation over the transverse indices i, j = x, y, perpendicular to the direction of separation

between the two gluon fields. The combination of the matrix elements fM0i;0i and fMij;ij can be written in terms of
invariant amplitudes as

�M0i;0i(z, p) +�Mij;ij(z, p) = �2pzp0�M
(+)
sp (!, z2) + 2p30z�Mpp(!, z

2) , (13)

where the nucleon boost is along the 3rd (z) direction, p = {p0, 0?, pz} [27]. The polarization vector that we use is
s = {pz, 0?, p0}, such that the requirement s · p = 0 is satisfied.

The particular combination in Eq. (13) cancels the contamination terms coming from invariant amplitudes other

than fM(+)
sp and fMpp present in Eq. (10). Still, it involves a contamination term proportional to fMpp that, in fact,

can be removed (as we discuss below). Therefore, the matrix element in Eq. (13), after removal of the ultraviolet
(UV) divergences discussed in the next paragraph, can be used to extract the invariant amplitude associated with the
matrix elements relevant for the polarized gluon ITD and corresponding PDF.

The bilocal quark and gluon operators separated by a spacelike Wilson line [such as the operator in Eq. (6)] have
additional link-related UV divergences that are multiplicatively renormalizable (see Refs. [72–74] for the quark case).
In particular, various combinations of spatially separated gluon operators are shown to be multiplicatively renormal-
izable in [27, 75–77]. For our calculation of the matrix elements corresponding to the gluon helicity distribution, these
UV divergences can be canceled by forming the following ratio proposed in [27]:

fM(⌫, z2) ⌘ i
[fM00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (14)

where we have defined fM00(z, pz) ⌘ [fM0i;0i(z, pz) + fMij;ij(z, pz)], and M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)]
is the spin averaged matrix element corresponding to the unpolarized gluon PDF [65, 77]. The factor 1/ZL(z3/aL)

[z3 7! z] determined in [27] cancels the UV logarithmic vertex anomalous dimension of the fM00 matrix element. The

factor i in (14) is introduced in accordance with the definition of the ITD �ieIp(⌫) ⌘ fM(+)
ps (⌫)� ⌫ fMpp(⌫). The ratio

in Eq. (14) utilizes the presence of the same linear UV divergence in fM00(z, pz) and M00(z, pz = 0) related to the
gluon link self energy and cancels this common divergent factor. Still, this ratio in Eq. (14) preserves the logarithmic
IR divergence at small z-separations that corresponds to the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP)
evolution of the PDF [78–80]. The ratio in (14) is referred to as the reduced pseudo-ITD in the rest of the paper.

As mentioned above (and shown in [27]), the reduced pseudo-ITD (14) contains a contamination term that is not
present in the definition of the light-cone gluon helicity ITD in (10). Indeed, writing the right-hand side of Eq. (14)
in terms of the invariant amplitudes of Eq. (13) and using z = ⌫/pz [which is valid when zµ = (0, 0, 0, z)], we obtain,

fM(⌫, z2) =
h
fM(+)

sp (⌫, z2)� ⌫ fMpp(⌫, z
2)
i
�

m
2
pz

2

⌫

fMpp(⌫, z
2) , (15)

or, alternatively,

fM(⌫, z2) =
h
fM(+)

sp (⌫, z2)� ⌫ fMpp(⌫, z
2)
i
�

m
2
p

p2z

⌫ fMpp(⌫, z
2) , (16)
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2

culate matrix elements of gluon field Gµ⌫ and its dual
eG�� = (1/2)✏��⇢�G⇢� separated by a spatial Wilson line
W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is
the nucleon four-momentum, and s is the nucleon polar-
ization. The combination which gives access to gluon he-
licity correlation with the least number of contamination
terms is �M00(z, pz) ⌘ �M0i;0i(z, pz) +�Mij;ij(z, pz);
i, j = x, y being perpendicular to the nucleon boost in the
z-direction, p = {p0, 0?, pz} [55]. Leveraging the multi-
plicative renormalizability of the link-related UV diver-
gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV loga-
rithmic vertex anomalous dimension of the�M00 matrix
element. As a function of Lorentz invariant variables, z2

and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-
front distance [57]), �M can be expressed in terms of

invariant amplitudes, �M
(+)
sp and �Mpp [55]:

�M(!, z2) = [�M
(+)
sp (!, z2)� !�Mpp(!, z

2)]

�
m2

p

p2z
!�Mpp(!, z

2) . (3)

In contrast, the light-cone correlation that gives access
to x�g(x, µ) at a scale µ is

�Ig(!, µ) ⌘ i[�M
(+)
sp (!, µ)� !�Mpp(!, µ)]

=
i

2

Z 1

�1
dx e�ix!x�g(x, µ), (4)

and does not contain the additional term
(m2

p/p
2
z)!�Mpp as in Eq. (3). A natural choice to

suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
m2

p/p
2
z ⇡ 0.1 and the contamination term dominates

the matrix elements as ! increases. An alternative
expression of �M(!, z2) shows that this matrix element
is still nonvanishing at pz = 0 [54] and the following

subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
p/p

2
z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get

p2k�M(!)
��
pk

= p2k[�M
(+)
sp (!)� !�Mpp(!)]

�m2
p!�Mpp(!) , (6)

and another set of matrix elements by corresponding p2l
(l < k and pk = rpl), we arrive at the following relation
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�Mg(!) ⌘ �M
(+)
sp (!)� !�Mpp(!)

=
r2�M(!)

��
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��M(!)
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r2 � 1
. (7)

Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had

it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-

ments and to determine a contamination-free �Mg(!),

2

culate matrix elements of gluon field Gµ⌫ and its dual
eG�� = (1/2)✏��⇢�G⇢� separated by a spatial Wilson line
W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is
the nucleon four-momentum, and s is the nucleon polar-
ization. The combination which gives access to gluon he-
licity correlation with the least number of contamination
terms is �M00(z, pz) ⌘ �M0i;0i(z, pz) +�Mij;ij(z, pz);
i, j = x, y being perpendicular to the nucleon boost in the
z-direction, p = {p0, 0?, pz} [55]. Leveraging the multi-
plicative renormalizability of the link-related UV diver-
gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the so-called reduced pseudo Io↵e-time dis-
tribution. M00(z, pz) ⌘ [M0i;i0(z, pz) + Mji;ij(z, pz)] in
Eq. (2) is the spin averaged matrix element related to
the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV loga-
rithmic vertex anomalous dimension of the�M00 matrix
element. As a function of Lorentz invariant variables, z2

and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-
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and does not contain the additional term
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z)!�Mpp as in Eq. (3). A natural choice to

suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
m2

p/p
2
z ⇡ 0.1 and the contamination term dominates

the matrix elements as ! increases. An alternative
expression of �M(!, z2) shows that this matrix element
is still nonvanishing at pz = 0 [54] and the following

subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
p/p

2
z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get
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= p2k[�M
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Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in

the expression for odd moments
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it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-

ments and to determine a contamination-free �Mg(!),
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gences by forming the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)
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suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
tum. However, even for the physical nucleon mass,
mp = 0.938GeV and pz ⇡ 3 GeV, which will be
challenging to achieve in the near future LQCD cal-
culations at the physical point with reasonable signal
for gluonic matrix elements [58], the suppression factor
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removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
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z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get
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Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
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! and values of �M at the same ! with di↵erent pn,
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moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in
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very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-
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Eq. (2) is the spin averaged matrix element related to
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suppress this contamination term is to calculate the
matrix element in Eq. (3) at a very large momen-
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mp = 0.938GeV and pz ⇡ 3 GeV, which will be
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removes the O(!) contamination but residual higher or-
der contamination can become significant at large !.
In this work, we propose a method to analytically elim-

inate the (m2
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z)!�Mpp contribution. We take advan-

tage of the fact that di↵erent lattice boosts are related by
pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
r = k/l. Utilizing this relation and multiplying Eq. (3)
by corresponding lattice squared-momentum p2k, we get
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Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
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An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
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would blow up. Moreover, instead of using i = 0, 1 in
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is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
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tum. However, even for the physical nucleon mass,
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In this work, we propose a method to analytically elim-

inate the (m2
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pn = 2⇡n/(La), where a = 0.094 fm is the lattice spac-
ing and L = 32 is the spatial extent of the lattice used in
this calculation. For simplicity, we omit the subscript z
and write p ⌘ pz in the rest of the paper and note that
di↵erent lattice boosts pk and pl are related by the ratio
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Finally, �Mg(!) is free of the contamination term and
can be matched to �Ig(!, µ). The immediate challenge
of implementing Eq. (7) is that the subtractions between
multiple data sets of pn require continuous functions in
! and values of �M at the same ! with di↵erent pn,
whereas LQCD data are obtained at discrete ! values
and the ranges of ! vary with pn. In [54], a fit to data
using an expansion in moments was performed in an at-

tempt to isolate [�M
(+)
sp (!)�!�Mpp(!)] and to obtain

a continuous distribution in ! among di↵erent momenta.
An attempt to add only the second moment in the fit
to the contamination term containing �Mpp(!) resulted
in an uncontrolled error and one needed to use the first
moment as a Bayesian prior before the error in �Mg(!)
would blow up. Moreover, instead of using i = 0, 1 in
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it been used i = 0, 1, 2, the �Mg(!) result in [54] would
diverge upward as have been demonstrated in [59, 60].
Therefore, the downward trend of the fitted �Mg(!) and
its divergent behavior toward negative value completely
depends on the truncation of the number of moments and
is therefore biased. Similar arguments go for a fit to the
very noisy �Mg,sub(!) data using moments.
To solve this problem of parametrization using mo-
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Finally, �Mg(!) is free of the contamination term and can be matched to �Ig(!, µ). The immediate challenge of
implementing Eq. (7) is that the subtractions between multiple data sets of pn require continuous functions in ! and
values of �M at the same ! with di↵erent pn, whereas LQCD data are obtained at discrete ! values and the ranges
of ! vary with pn. In [54], a fit to data using an expansion in moments was performed in an attempt to isolate

[�M
(+)
sp (!)�!�Mpp(!)] and to obtain a continuous distribution in ! among di↵erent momenta. An attempt to add

only the second moment in the fit to the contamination term containing �Mpp(!) resulted in an uncontrolled error
and one needed to use the first moment as a Bayesian prior before the error in �Mg(!) would blow up. Moreover,

instead of using i = 0, 1 in the expression for odd moments
P

i
(�1)i

(2i+1)!ai!
2i+1, had it been used i = 0, 1, 2, the �Mg(!)

result in [54] would diverge upward as have been demonstrated in [59, 60]. Therefore, the downward trend of the
fitted �Mg(!) and its divergent behavior toward negative value completely depends on the truncation of the number
of moments and is therefore biased. Similar arguments go for a fit to the very noisy �Mg,sub(!) data using moments.

To solve this problem of parametrization using moments and to determine a contamination-free �Mg(!), we
perform a simultaneous and correlated neural network (NN) analysis to �M(!, z2) and �Mg, sub(!, z2) data for all
values of pn. The imposed constraint in Eq. (7) serves as the main assumption for the NN. We first parametrize �M
and �Mg, sub into �Ig plus two di↵erent power correction terms in m2

p/p
2
n according to Eqs. (3) and (5), referred to

as C(!) and D(!), respectively. The term �Ig(!) is further parameterized into a prefit function �Ig,0(!) multiplied
by a deviation function �I(!). Introducing the prefit function can accelerate the convergence to a smooth function in
the fitting, while the result is not sensitive to any particular reasonable choice of �Ig,0(!). Here we take a fit curve
from Ref. [60].

The architecture of the NN is as follows. It consists of three hidden dense layers with 32, 32, and 8 neurons
respectively, activated by the rectified linear unit functions. The first hidden layer is fully connected to the input
feature !. The last hidden layer is fully connected to the output layer, which consists of three neurons corresponding
to �I(!), C(!), and D(!) up to some shift and normalization factors, activated by the sigmoid function.

The correlated data sets of �M and �Mg, sub are fitted simultaneously with the chi-square as the loss function.
For each paired set, 5/6 data from each p-set are randomly selected into the training sample while the remaining 1/6
data are kept for validation. The loss value of the full data set is monitored during the training. It generally decreases
at the beginning and starts to increase when overfitting happens, with small fluctuations from epoch to epoch all the
time. Eliminating some early epochs to avoid accidental small loss value points, we stop the training when there is
no improvement of the total loss value for 3000 epochs and callback the best one.

FIG. 1. Neural network fit to �M(!) and �Mg, sub(!) gluonic matrix elements for all p and zmax up to 6a. The cyan band
represents leading-twist dominated �Mg(!).

While a restricted Bayesian fit using only two moments with data up to ! = 9.43 invalidates the fit result after ! & 4,
the NN uses data up to ! ⇡ 7 and produces �Mg(!) in an extended region outside the LQCD data. Around ! = 11,
the NN extrapolation starts to show oscillation which is expected further outside the lattice data and we consider
�Mg(!) up to !max = 10 in the subsequent analysis. Quite interestingly, the NN fit does not describe the data well
at z > 6a. This possibly indicates that z = 7a, 8a data points have significant higher-twist contribution and are not
suitable for extracting the leading-twist dominated �Mg(!) and we limit to zmax = 6a ⇡ 0.56 fm in our analysis.
Limiting to zmax = 5a does not change the outcome of the NN analysis much. Although the set in of higher-twist
contribution can be observable dependent and data at z & 1 fm with the assumption of the validity of short-distance
factorization has been used in LQCD calculations, e.g. [61], more recently, a rigorous LQCD calculation [62] with
implementation of 2-loop matching [63] found that higher-twist contribution can become significant above z & 0.5 fm
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of alleviating one of the challenging problems to determine gluon PDFs which requires data in a larger range than
available from present day LQCD calculations.

To determine �g(x) from LQCD, one needs to calculate matrix elements of gluon field Gµ⌫ and its dual eG�� =
(1/2)✏��⇢�G⇢� separated by a spatial Wilson line W [z, 0] [33, 55]:

�Mµ↵;��(z, p, s) = hp, s|Gµ↵(z)W [z, 0] eG��(0) |p, si

�(z ! �z), (1)

where z is the separation between the gluon fields, p is the nucleon four-momentum, and s is the nucleon polarization.
The combination which gives access to gluon helicity correlation with the least number of contamination terms is
�M00(z, pz) ⌘ �M0i;0i(z, pz)+�Mij;ij(z, pz); i, j = x, y being perpendicular to the nucleon boost in the z-direction,
p = {p0, 0?, pz} [55]. Leveraging the multiplicative renormalizability of the link-related UV divergences by forming
the following ratio,

�M(z, pz) ⌘ i
[�M00(z, pz)/pzp0]/ZL(z/aL)

M00(z, pz = 0)/m2
p

, (2)

we obtain the renormalization group invariant reduced pseudo Io↵e-time distribution. Here,M00(z, pz) ⌘ [M0i;i0(z, pz)+
Mji;ij(z, pz)] is the spin averaged matrix element related to the unpolarized gluon correlation [50, 56] and the factor
1/ZL(z/aL) is determined in [55] to cancel the UV logarithmic vertex anomalous dimension of the �M00 matrix
element. As a function of Lorentz invariant variables, z2 and ! ⌘ zpz (known as the Io↵e time [46] or quasi light-front

distance [57]), �M can be expressed in terms of invariant amplitudes, �M
(+)
sp and �Mpp [55]:

�M(!, z2) = [�M
(+)
sp (!, z2)�

✓
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m2
p

p2z

◆
!�Mpp(!, z

2)]

(3)

In contrast, the light-cone correlation that gives access to x�g(x, µ) at a scale µ is

�Ig(!, µ) ⌘ i[�M
(+)
sp (!, µ)� !�Mpp(!, µ)]

=
i

2

Z 1

�1
dx e�ix!x�g(x, µ), (4)

and does not contain the additional term (m2
p/p

2
z)!�Mpp as in Eq. (3). A natural choice to suppress this contami-

nation term is to calculate the matrix element in Eq. (3) at a very large momentum. However, even for the physical
nucleon mass, mp = 0.938GeV and pz ⇡ 3 GeV, which will be challenging to achieve in the near future LQCD calcula-
tions at the physical point with reasonable signal for gluonic matrix elements [58], the suppression factor m2

p/p
2
z ⇡ 0.1

and the contamination term dominates the matrix elements as ! increases. An alternative expression of �M(!, z2)
shows this matrix element is nonvanishing at pz = 0 [54] and the following subtraction

�Mg, sub(!, z
2) = �M

(+)
sp (!, z2)� !�Mpp(!, z

2)

�!
m2

p

p2z
[�Mpp(!, z

2)��Mpp(! = 0, z2)], (5)

removes the O(!) contamination but residual higher order contamination can become significant at large !.
In this work, we propose a method to analytically eliminate the (m2

p/p
2
z)!�Mpp contribution. We take advantage

of the fact that di↵erent lattice boosts are related by pn = 2⇡n/(La), where a = 0.094 fm is the lattice spacing and
L = 32 is the spatial extent of the lattice used in this calculation. For simplicity, we omit the subscript z and write
p ⌘ pz in the rest of the paper and note that di↵erent lattice boosts pk and pl are related by the ratio r = k/l.
Utilizing this relation and multiplying Eq. (3) by corresponding lattice squared-momentum p2k, we get

p2k�M(!)
��
pk

= p2k[�M
(+)
sp (!)� !�Mpp(!)]

�m2
p!�Mpp(!) , (6)

and another set of matrix elements by corresponding p2l (l < k and pk = rpl), we arrive at the following relation after
subtraction:

�Mg(!) ⌘ �M
(+)
sp (!)� !�Mpp(!)

=
r2�M(!)

��
pk

��M(!)
��
pl

r2 � 1
. (7)
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Comparison with global fits
Ruling out negative gluon helicity PDF in moderate to large x-region
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A big challenge: how to extract PDF from LQCD data
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FIG. 11. Io↵e-time distribution after the implementation of the perturbative matching kernel on the lattice reduced pseudo-
ITD data along with the light-cone ITD calculated for the model: 2-param (Q), in the MS renormalization scheme at 2
GeV.

FIG. 12. Unpolarized gluon PDF (blue band) extracted from our lattice data using the 2-param (Q) model. We compare
our results to gluon PDFs extracted from global fits to experimental data, CT18 [3], NNPDF3.1 [4], and JAM20 [86]. The

normalization of the gluon PDF is performed using the gluon momentum fraction hxiMS
g (µ = 2GeV)=0.427(92) from [34]. The

figures on left and right are the same distributions with di↵erent scales for x g(x) to enhance the view of the large-x region.

and determine the total uncertainty in the PDF. The statistical uncertainty of the gluon PDF determined from the
fit Eq. (35) and the uncertainty from the normalization using hxig are added in quadrature and the final uncertainty
is shown as the outer band in Fig. 12.

As discussed in [85], from the fitting of the ITD constructed from the NNPDF x g(x) distribution, one needs the
lattice data beyond ⌫ ⇠ 15 to evaluate the gluon distribution in the small-x region. In the present calculation, we can
extract the ITD up to ⌫ ⇠ 7.07. Therefore, the larger uncertainty and di↵erence in the small-x region determined from
the lattice data is expected. As a cautionary remark, we also remind the readers that we have not included the mixing
of the gluon operator with the quark singlet sector in the present calculation. Moreover, this calculation is performed
at the unphysical pion mass and in principle, physical pion mass, continuum, and infinite volume extrapolation
should be performed for a proper comparison with the phenomenological distribution. Therefore, it remains a matter
of future investigation to draw a more specific conclusion about the x g(x) distribution extracted from the lattice
QCD calculation in the large-x region. We also note that the shrinking of the statistical uncertainty band in the PDF
near x ⇠ 0.15 results from the correlation of the PDF fit parameters. This feature has also been seen in previous
works [32, 39, 48, 50].

However, within these limitations, we find the large-x distribution is in reasonable agreement with the global fits

Khan, RSS, et al (HadStruc Collab)
(PRD 2021)
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FIG. 5. (Top) Examples of the RpITDs M reconstructed
bands from fits in Eq. 9 for a09m310 (blue points and light
blue band), a12m220 (green) lattice ensembles. The fit ansatz
is able to describe the data well. (Bottom) Collected data for
all ensembles with a (dashed band) and a

2 (solid band) contin-
uum extrapolation at the physical pion mass. Open symbols
indicates the data point from the same-symbol ensemble but
at the heavier quark mass.

in Eq. 10 by minimizing the �
2 function,

�
2(µ, a,M⇡) =

X

⌫,z

(M fit(⌫, µ, z2, a,M⇡)� M lat(⌫, z2, a,M⇡))2

�2
M (⌫, z2, a,M⇡)

. (12)

Our results for the continuum-physical unpolarized
gluon PDF xg(x, µ)/hxig are shown in Fig. 6, along with
the same determination from the smallest lattice-spacing
ensemble obtained in this work, and selected global-fit
gluon PDFs from CT18 [7] and NNPDF3.1 [6] NNLO
analysis. The gluon distribution in continuum-physical
limit has much larger errors by a factor of 3–5 than
those obtained from single–lattice-spacing analysis, due
to the continuum extrapolation. Overall, the results from
single-ensemble calculations on a09m310 are consistent
with the continuum-physical one (which has much larger
uncertainties). To reduce the errors in the continuum-
physical distribution will be di�cult, since it requires re-

duced errors in all ensembles, increasing the calculation
cost by at least another order of magnitude. Both of our
lattice distributions agree with the global-fit gluon dis-
tribution at mid to large x but deviate for x < 0.3. This
is likely due to lack of large-⌫ lattice data in the input,
which has higher sensitivity to the smaller-x data. Fu-
ture calculations to push for even larger Pz will be needed
to improve the small-x gluon distribution.

a 0, Mπ  135 MeV
a∼0.09 fm, Mπ∼310 MeV

gg+gq

CT18 NNLO

NNPDF3.1 NNLO
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FIG. 6. The unpolarized gluon PDF, xg(x, µ)/hxig as a
function of x and its zoomed in plot, obtained from the fits to
the smallest–lattice-spacing ensemble data compared with the
fit to the data obtained from extrapolation to physical pion
mass and continuum limit. The black solid line is the central
value of the fit to the continuum-physical PDFs, including
the gluon-in-quark term in the matching, using CT18 for the
quark PDF contributions. The results from the global fits
by CT18 [7] and NNPDF3.1 [6] NNLO gluon PDFs are also
shown in the plots, and our gluon PDF results are consistent
with the global fits for x 2 [0.3, 1]

We now consider the systematic uncertainty coming
from neglecting the contribution of the quark term,
Pz
P0

R 1
0 dx

xqS(x,µ2)
hxig Rgq(x⌫, z2µ2) in Eq. 10. We ignored

this contribution initially based on the assumption (mo-
tivated by global fits) that the nucleon total quark PDF
qS(x) is smaller than the gluon PDF. We can estimate the
systematic due to omitting the qS(x) contribution by us-
ing the nucleon flavor-dependent quark PDFs from CT18
at NNLO [7]. Following a similar procedure to Ref. [96],

Results can be very different from lattice data sets that appear similar

Fan, Good, Lin : arXiv: 2210.09985 RSS, Liu, Paul [PRD 2021]

Consider case for unpolaorized gluon PDF

Different ML methods being implemented for extrapolations of unpolarized gluon data

Lattice

data
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B(↵+ 1,� + 1) + · · ·
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which can be seen from the proximity of hxig�Mg and
�Ig bands shown in FIG. 2.

From FIG. 2, it is evident that LQCD calculation of
�Ig disfavors the ITD constructed from negative x�g(x)
solution in [26]. An exercise by calculating ITDs with
varying lower x-limits, for example, 0.01  x  0.99 or
0.1  x  0.99 from [26], confirms that the negative ITD
is still ruled out by our calculation in !  10 region.
This is an important outcome of this LQCD calculation
regarding the constraint on the large negative gluon he-
licity PDF in the moderate to large x-values.

In principle, the gluon helicity in the proton can be ob-
tained from ITD [46], �G(µ) ⌘

R1
0 d! �Ig(!, µ). Inte-

grating �Ig(!, µ) up to !max = 10 from our calculation,
we obtain

�GL(µ) ⌘

Z !max

0
d! �Ig(!, µ) = 0.405(196) . (9)

�GL(µ) is of course limited by the upper limit of the
integration. While �GL(µ) in Eq. (9) is a well-defined
LQCD measure, the long-tail of the ITD governed by the
Regge behavior outside !max can lead to underestimation
(if the tail remains positive) or overestimation (for a neg-
ative tail) or some cancellations (for sign change in the
tail) of this moment. An example of such underestima-
tion of the Gegenbauer moment in the pion distribution
amplitude calculation can be seen in [68]. One can try
to extrapolate ITD beyond !max = 10 using NN or use
phenomenological/model extrapolation of the Regge tail
outside the LQCD data [57, 69] and get an estimate of
change in �GL. However, the �GL obtained here is ex-
pected to depend on pion mass, lattice spacing, finite vol-
ume and on the value of hxig used from a di↵erent lattice
ensemble. Since the present work focuses on the method-
ology and not on the precision study, with these limita-
tions, we refrain from any extrapolation of �GL. On
the positive side, a phenomenological analysis [60] found
ITD in !  6 is the mostly a↵ected region for di↵erent
values of �G 2 [0.2, 0.4]. Moreover, the only LQCD cal-
culation [70] at the physical pion mass, continuum and
infinite volume limits obtained �G = 0.251(47)(16) us-
ing a local matrix element [71]. Although the calculation
in [70] is not free of a large matching systematic error,
it is most likely that the inclusion of various systemat-
ics in future calculations will not alter the sign of �G.
It is remarkable that �G obtained from this calculation
using nonlocal operator and that obtained using a local
operator in [70] both result in positive contribution.

Next, we determine x�g(x, µ) from �Ig(!, µ). Un-
like many previous LQCD calculations (for references
see [58]), we avoid constraining the x-dependence of PDF
using functional form x↵(1� x)� or an extension to this
basic fit form with one or two additional parameters. For
currently available LQCD calculations in limited ! range,
these functional forms can be biased, lead to unreliable
�2/d.o.f., and underestimate uncertainties. For exam-

FIG. 2. Comparison of light-cone gluon helicity ITD
�Ig(!, µ) with phenomenological results by the NNPDF [19]
(left panel) and JAM [26] (right panel) collaborations. The

orange �I(+)
g and the blue �I(�)

g bands represent the gluon
helicity ITD corresponding to JAM positive and negative
x�g(x) solutions, respectively. Pseudo-ITD, hxig�Mg(!) is
also presented by the red band in the left panel figure.

ple, the same 2-parameter form to parametrize xg(x) led
to a diverging PDF in [49, 53] and a converging PDF
in [50], whereas none of these lattice ITDs reach any-
where close to the Regge region or have much sensitivity
to the small-x physics. This is true for any LQCD cal-
culation in a limited ! range [33, 46]. In [50], ↵ � 0
constraint was imposed in a Bayesian fit, motivated by
a phenomenological analysis in [60]. Otherwise, it would
have resulted in a diverging PDF as in [49, 53]. We,
therefore, propose an alternative method to determine
x�g(x) from lattice data which is independent of any
functional form of PDFs. It can be shown that x�g(x)
is related to �Ig(!, µ) by the following relation:

x�g(x, µ) =
2

⇡

Z 1

0
d! sin(x!) �Ig(!, µ) , (10)

which allows us to obtain x�g(x, µ) point-by-point in
x-space as shown in FIG. 3 without relying on any con-
straint or prior information. Accuracy of the determina-
tion of x�g(x, µ) in this way depends on the available
!max but gives a true representation of the lattice data
and the extracted PDF exactly reproduces the uncer-
tainty of the ITD. It is assuring to see from FIG. 2 that as
!max increases, x�g(x, µ) shifts more towards the global
analyses results, e.g. the NNPDF and JAM(+) fits shown
in the figure. With increasing !max, the accuracy of the
determination of PDFs can be systematically improved.
It is important to highlight that this calculation does not
have a solid constraint on the small-x gluon helicity PDF
which is associated with large uncertainties in �G and
x�g(x) [19, 25] due to lack of experimental data. It is the
large negative solution in [26] that exists in the moderate
to large x region, is ruled out by our calculation.
In conclusion, we have presented a new methodology

of how x�g(x, µ) can be determined by isolating the
leading-twist dominated component of the gluonic cor-

Avoid fitting lattice data with limited and biased functional forms 

[not the case for global fits (e.g. CTEQ and others) with ample experimental data sets] 
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Summary & Outlook

Thank you!

Gluon contribution to proton spin & x-dependent helicity distribution from 
LQCD

With increased precision, LQCD can constrain unpolarized  gluon distribution in 
the moderate-to-large x-region 

15

LQCD tends to rule out negative gluon polarization in the nucleon

Physics informed machine learning methods can be useful to predict lattice 
data outside accessible range (future applications to expose higher twist 
effects)


