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Lattice QCD stable hadron spectrum

• State-of-the-art LQCD reproduces the light stable hadron spectrum  

• Separates EM and strong mass splittings 

• Predicts new heavy-flavoured states
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Lattice QCD stable hadron spectrum

• State-of-the-art LQCD reproduces the light stable hadron spectrum  

• Separates EM and strong mass splittings 

• Predicted new heavy-flavoured states before experiment
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FIG. 15. Our results for the masses of charmed and/or bottom baryons, compared to the experimental results where available
[8, 10, 12]. The masses of baryons containing nb bottom quarks have been o↵set by �nb · (3000 MeV) to fit them into this plot.
Note that the uncertainties of our results for nearby states are highly correlated, and hyperfine splittings such as M⌦⇤

b
� M⌦b

can in fact be resolved with much smaller uncertainties than apparent from this figure (see Table XIX).
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FIG. 15. Our results for the masses of charmed and/or bottom baryons, compared to the experimental results where available
[8, 10, 12]. The masses of baryons containing nb bottom quarks have been o↵set by �nb · (3000 MeV) to fit them into this plot.
Note that the uncertainties of our results for nearby states are highly correlated, and hyperfine splittings such as M⌦⇤

b
� M⌦b

can in fact be resolved with much smaller uncertainties than apparent from this figure (see Table XIX).

Z. Brown et al., Phys. Rev. D 2014
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LQCD/NP Science & connection to Expt.
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PREX II

MuSUNCLAS12 nEDM

npdγ

Unexpected, unexplained and missing states
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QCD, hadrons and the standard model
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While QCD may be a solid part of the standard model, and hadrons are ubiquitous in HEP experiments, 
there remain significant mysteries in how hadrons are built from quarks and gluons

unexpected ?
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• Many new unexpected states states seen in the last two decades 

• The nature of even well-known states is not well understood  

• Predicted states not seen in experiment

LQCD/NP Science & connection to Expt.
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PREX II

MuSUNCLAS12 nEDM

npdγ

LQCD/NP Science & connection to Expt.

 6

PREX II

MuSUNCLAS12 nEDM

npdγ

LQCD suggest no “missing" baryon states

 15

4 5 3 1 2 3 2 1

2 2 1 1 1

 Focus of CLAS12 @ JLab  &  Bonn & Mainz & LHCb @ CERN

Additional gluonic excitations within baryons 
Spurred new expt. search in CLAS12@JLab

➡ Need observations in more decay channels

CLAS12

Hadron Spectroscopy - role of the glue

 13

500

1000

1500

2000

2500

3000

➡ Need to know decay modes and rates to compare to expt.

Light quark meson + “exotics” & “hybrids” spectrum Exotics

Clear indication of  exotics

Worldwide experimental 
program on spectroscopy



Hybrid mesons and baryons
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• Clear evidence for meson states that are quark-gluon  
hybrids or have exotic quantum numbers

Lattice QCD & the excited hadron spectrum

 12

LQCD SciDAC project has pioneered novel techniques in lattice QCD
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high precision calculation of   
disconnected diagramsclear indication of  a spectrum of hybrid mesons

‘Toward the excited isoscalar  
    meson spectrum from lattice QCD’ 
PRD 88 094505 (2013)

Light quark meson + “exotics” & “hybrids” spectrum Exotics

early adopters of GPUs

HadSpec., Phys. Rev. D 2013

Hadron Spectroscopy - role of the glue
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of GPUs in LQCD
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LQCD suggest no “missing" baryon states

 15
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2 2 1 1 1

 Focus of CLAS12 @ JLab  &  Bonn & Mainz & LHCb @ CERN

Additional gluonic excitations within baryons 
Spurred new expt. search in CLAS12@JLab

➡ Need observations in more decay channels

CLAS12

Hybrid mesons and baryons
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• Identified common scale for gluon 
excitation amongst mesons and baryons

HadSpec., Phys. Rev. D 2014

Hybrid baryons spurred 
new experimental effort

Hadron Spectroscopy - role of the glue
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• Subtract the ‘quark mass’ contribution
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Resonant structures accessible: ρ
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• Lüscher formalism maps energies from FV LQCD to scattering amplitudes 

• Sophisticated implementations allow access to phase shifts and resonances 

• Formalism extended to 3-body systems over the last few years
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Figure 6: The resonance mass m⇢ (left) in physical units and the coupling g⇢⇡⇡ (right)
from Breit-Wigner fits to the scattering amplitude on all ensembles.

Finally, the computational effort expended on the CLS lattices for this work can be
largely re-used for other two-to-two amplitude calculations. First work in this direction
for N⇡ scattering has already appeared in Ref. [26]. The set of ensembles used here will
also be augmented by several others at lighter quark masses, include one with L = 6.5 fm

at the physical point, which is presented in Ref. [110].

A Finite volume energies and scattering amplitudes

In this appendix, we tabulate and plot the finite-volume energies, scattering amplitude,
and timelike pion form factor for all ensembles in Tab. 1. The scattering amplitude and
form factor tabulated here employ the truncation to `  1. The C101, D101, N401, N200,
D200, J303 ensembles are tabulated in Tabs. 6, 7, 8, 9, 10, 11 and plotted in Figs. 7, 8, 9,
10, 11, 12, respectively.
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State-of-the-art: exotic π1 decays

9
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• First ever study of full decay of exotic: π1 is a broad resonance 

• Surprising decay patterns: suggests new GlueX search strategy

Woss et al. (HadSpec), Phys. Rev. D 2021

63 energy levels in 4 
volumes to extract  
scattering amplitude 
and decays between    
8 channels!

Required significant 
computation for 
amplitude extraction



Pushing the frontier: three-body decays
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Figure 3. Center-of-mass energies of three pions (top) and three kaons (bottom) on N200. The
various irreps and momentum-squared are listed at the bottom. The dashed lines specify the
free energy levels, and the open circles denote the interacting energies. Free energy levels may be
degenerate—see Appendix B. Several thresholds are indicated with dotted lines. The colored circles
indicate the central values of the resulting energies from a global fit to the two- and three-particle
quantization condition; we use the parameters from fit 3 of Table 5 and fit 4 of Table 10 for the
pion and kaon spectra, respectively. The teal and orange circles correspond to energies included
and not included, respectively, in the fit.

– 9 –

• Develop technology for more complex systems such as a1, Roper 

• Determination of 3-particle amplitude (and future 3 particle decays)

Contraction 
costs increase 
rapidly - needs 
CS input

Blanton et al. JHEP 2021 Hansen et al. PRL 2021

K+K+K+
π+π+π+

Hadron  spectroscopy



Computing also critical in amplitude analysis

• Amplitude analysis is large scale optimisation 
problem  

• 100s of parameters, millions of data in 
multidimensional kinematic space 

• Near future: combining different datasets 

• Event level analysis suitable for GPUs 

• Costs ~10M CPU core hours/year + GPU 

• AI/ML increasingly useful in workflows  

• Workforce is key and is a limiting factor

11

Hadron  spectroscopy

Computational-skilled researchers 
needed throughout NP

2

FIG. 1: Analytic structure of the amplitude near the
⌃+

c D̄
0 threshold. The adjacent Riemann sheets are con-

tinuously connected along the axes. The four possible
resonant pole structures, that correspond to the classi-
fication classes, are depicted together with example line
shapes. When the J/ p and ⌃+

c D̄
0 channels decouple,

the poles move to the imaginary k2 axis along paths
by the arrows. Poles moving to the positive (negative)
axis correspond to bound (virtual) states. The bottom-
right inset shows the data from LHCb in the Pc(4312)
region. The layout of the figure is inspired by [17].

bottom-up strategy, we construct generic amplitudes to
train the DNN. We then use it as a model classifier to
infer the physical content of the data. One clear advan-
tage compared to standard �2 fits is that DNN determine
the probability of each physical interpretation, as they
learn the subtle classification boundary between them.
We teach DNN how to recognize these di↵erent phases
by targeting the specific regions of the parameter space
(which yield stable solutions) that might be di�cult to
reach during optimization, or might require high resolu-
tion spectra to detect. The result of this is that we no
longer need to explore large parameter spaces, but can
use DNN to e�ciently extract information from the spec-
tra that determines on which side of the boundary we are
located. As proof of concept, we apply this method to
the Pc(4312) signal.

Physics basis for the neural network.— We focus on
the J/ p invariant mass distribution reported by LHCb
in [8]. This can be parametrized as [11, 18]

I(s) = ⇢(s)
⇥
|P (s)T (s)|2 +B(s)

⇤
, (1)

where s is the J/ p invariant mass squared, B(s) and

FIG. 2: (top panel) Accuracy as a function of the noise
level � of the training and validation datasets after 100
epochs in the [4.251, 4.379] GeV energy range. (bottom
panel) Confusion matrix for the case of � = 5%. Per-
centages in the confusion matrix refer to the prediction
accuracy.

P (s) are smooth functions, and ⇢(s) the three-body phase
space. The amplitude T (s) encodes the dynamics of the
J/ p rescattering, and in particular contains the details
of the Pc(4312). Close to the ⌃+

c D̄
0 threshold, it can be

expanded:

T (s) =
m22 � ik2

(m11 � ik1)(m22 � ik2)�m2
12

, (2)

where k1 =
p

s� (m +mp)2 and k2 =q
s� (m⌃+

c
+mD̄0)2. This Taylor expansion could

originate from any microscopic model. The question
is what is the range of validity. If other singularities
closeby were present, the expansion would break down
in this region. The impact of triangle singularities was
estimated to be small in [8], and so was the relevance
of higher order terms in the expansion [11]. It should
be noted though, that if other singularities were close
enough to impact, the model that describes them could
be included in the training set of the DNN. In this case
we mean to benchmark the approach by comparing to
the known result in [11] as described by Eq. (2).
This function can be analytically continued for com-

plex values of s. Since the square roots are multi-valued,
the amplitude maps onto four Riemann sheets, repre-

Ng et al. (JPAC), Phys. Rev. D 2022

Potential Riemann sheet structure near ΣcD threshold



Baryon-baryon scattering

• Fully controlled connection between QCD and nuclear 
physics will be realised in the coming decade of 
exascale computing 

• First calculations of BB (and A<5) systems 

• Interesting qualitative results (eg. large Nc) 

• Discrepancies in interpretation (not data) by different 
groups in unphysical systems must be addressed  

• Independent studies crucial even at unphysical point 

• Exciting opportunity to address physics of hyperons in 
dense matter

Physics of nuclei

12



Proof-of-principle nuclear structure

• First unphysical calculations of many 
aspects of nuclear structure  

• Magnetic moments & polarisabilities 

• Quenching of axial charge 

• Scalar and tensor currents  

• EMC effects: nuclear PDFs 

• Nuclear processes: pp fusion and slow 
neutron capture 

• Next decade will capitalise on these 
developments

13

Physics of nuclei
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FIG. 8. Ratio of the axial charge of tritium to that of the single nucleon as a function of the
pion mass. The result from this work and that of Ref. [18] are shown as the blue points while the
physical value [6] is shown in red at the physical pion mass (indicated by the vertical line).
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thank Robert Edwards, Bálint Joó, Kostas Orginos, and the NPLQCD collaboration for
generating and allowing access to the ensembles used in this study.

NPLQCD Phys.Rev.D 2021

Connection to larger 
nuclei through EFT



QCD input for symmetry tests and BSM searches

• Nuclear matrix elements needed to interpret 
experiments 

• Dark matter direct detection 

• Charged lepton flavour violation 

• Double beta decay 

• Proton decay, n-nbar oscillations 

• Long baseline neutrino experiments 

• EDM searches 

• and more …

Fundamental symmetries

14

Emanuele Mereghetti 
will cover in his talk

http://www.hep.ucl.ac.uk/darkMatter/



Expanding the horizons: second order processes

• Matrix elements critical for DBD rates but currently model dependent 

• Simplest nuclear process: nn→ppee provides QCD input for EFT 

• Recent work tackles the complicated set of contractions  
with two electroweak current insertions

Double beta decay 

15

Code optimisations: 
previously impractical 
calculation now possible
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Supported  by SciDAC and ECP

20 years of software advances 

SciDAC 1&2: NP+HEP+ASCR 

SciDAC 3: NP+ASCR, HEP+ASCR 

SciDAC 4: NP+ASCR 

SciDAC 5: NP+ASCR, HEP+ASCR ?

Computational advances
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PerformanceofStaggeredFermionKernelsusingGrid
Patrick Steinbrecher

1
, Swagato Mukherjee

1

NESAP

psteinbrecher@bnl.gov Computing Properties of Hadrons, Nuclei and Nuclear Matter from Quantum Chromodynamics www.usqcd.org

1 Brookhaven National Laboratory - USA

The key operation in many Lattice QCD simulations is the inversion of the

fermion matrix. It requires a 4-dimensional stencil which calculates the

product of a vector ⌫ by a sparse matrix known as the Dslash operator and

stems from a discretized 4-dimensional derivative.

wn =
P4
µ=0
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n�µ,µvn�µ
ä
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Ä
N n,µvn+3µ � N †

n�3µ,µvn�3µ

äó
complex 3-dim vector

complex 3⇥3 matrix U(3) matrix

⌫

µ
matrix

vector

1146 Flop/site

HISQ Dslash Operator

Memory

Memory

const. gauge fields ⌘0⌘1⌘2⌘3⌘4⌘5⌘6 · · ·
random noise vectors

DS( ) DS_multi3( ), , , ,

pro: much better arithmetic intensity

con: higher register pressure

For many Lattice QCD applications, a large number of fermion matrix in-

versions are performed on a single gauge field. In order to exploit reuse of

these gauge fields, we can apply the Dslash operation for multiple right-hand

sides (rhs) at once. Increasing the number of rhs from one to four more

than doubles the arithmetic intensity (Flop/byte) of the Dslash operation.

Multiple Right-hand Side Dslash

Lepage Smearing Kernel: Dslash Kernel:
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HotQCD implementation: Grid implementation:

Grid Dslash achieves optimal performance

Grid Lepage smearing performance is limited by short-

comings of parallel transport approach

one parallel region for each link multiply in a staple

too many synchronization points

unnecessary loads and stores of intermediate results

Solvable Performance Problems
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The HISQ action suppresses unphysical interactions of quarks by smoothing

each link with a weighted sum of neighboring links referred to as smear-

ing. It is mainly used in the force calculation for the Hybrid Monte Carlo

algorithm and can take up to 40% of the total runtime.
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Readiness for exascale 

2017-now: ASCR 

Also facility programs such as 
Aurora21ESP, NESAP,…

Programs vital for maintenance 
and extension of software stacks 
and hardware 



and by LQCD project (NP + HEP)

• LQCD/NPPLC projects (2001-present) have provided 
dedicated capacity computing for LQCD 

• Managed through annual+ USQCD call for proposals 

• Enables rapid exploration and development of new 
science goals and empowers junior investigators 

• Provides ~20% of US LQCD computing

Computational advances
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Science Advisory Board: 
external experts from 
theory and experiment

LQCD Site Report

Jefferson Lab

Thursday, April 21, 2022

Amitoj Singh

USQCD Scientific Advisory Board

5

• Current members: 

• Ayana Arce (Duke, ATLAS) 

✴Roy Briere (Carnegie Mellon, Belle II, BES III) 

✴Abhay Deshpande (Stony Brook, RHIC, EIC) 

• Lawrence Gibbons (Cornell, mu2e) 

✴Kendall Mahn (MSU, T2K, DUNE) 

• Krishna Rajagopal (MIT, theory) 

• Matthew Shepherd (Indiana, GlueX, BES III) 

• Jure Zupan (Cincinnati, theory) 

• EC solicited comments on Snowmass Process and EIC Developments

Fermilab’s LQ1 Institutional cluster

4/21/22 Ken Schumacher | 2022 USQCD All-Hands Collaboration Meeting8

• 181 nodes, 7,240 cores.
• Intel 6248 “Cascade Lake”, 2:1 oversubscribed 

EDR Omni Path.
• 325 GFlops/node - - 59 TFlops total **

• Our /lustre1 filesystem is now 820 TB total. Current 
quotas add up to 742 TB

• Also watching quotas on /project (24 TB) and 
/home (1 TB) areas. 

• Current Type A Allocations total 55.4 M sch (sky-
core-hours)

• All Allocation Types total 57.94 M sch
• Delivered 2.9M Opportunistic sch so far, this PY
** not applying Amdahl’s law.183 nodes, 



Clover gauge field generation

18

Critical collaboration 
with industry (NVIDIA)

Computational advances
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Iterative solvers

• Making use of new machines requires porting exisiting codes 

• Architectural constraints preference different algorithms 

• Eg: GPUs favour communication-avoiding algorithms
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PerformanceofStaggeredFermionKernelsusingGrid
Patrick Steinbrecher

1
, Swagato Mukherjee

1

NESAP
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1 Brookhaven National Laboratory - USA

The key operation in many Lattice QCD simulations is the inversion of the

fermion matrix. It requires a 4-dimensional stencil which calculates the

product of a vector ⌫ by a sparse matrix known as the Dslash operator and

stems from a discretized 4-dimensional derivative.
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P4
µ=0

îÄ
Un,µvn+µ � U†

n�µ,µvn�µ
ä
+
Ä
N n,µvn+3µ � N †

n�3µ,µvn�3µ

äó
complex 3-dim vector

complex 3⇥3 matrix U(3) matrix

⌫

µ
matrix

vector

1146 Flop/site

HISQ Dslash Operator

Memory

Memory

const. gauge fields ⌘0⌘1⌘2⌘3⌘4⌘5⌘6 · · ·
random noise vectors

DS( ) DS_multi3( ), , , ,

pro: much better arithmetic intensity

con: higher register pressure

For many Lattice QCD applications, a large number of fermion matrix in-

versions are performed on a single gauge field. In order to exploit reuse of

these gauge fields, we can apply the Dslash operation for multiple right-hand

sides (rhs) at once. Increasing the number of rhs from one to four more

than doubles the arithmetic intensity (Flop/byte) of the Dslash operation.

Multiple Right-hand Side Dslash
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HotQCD implementation: Grid implementation:

Grid Dslash achieves optimal performance

Grid Lepage smearing performance is limited by short-

comings of parallel transport approach

one parallel region for each link multiply in a staple

too many synchronization points

unnecessary loads and stores of intermediate results
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The HISQ action suppresses unphysical interactions of quarks by smoothing

each link with a weighted sum of neighboring links referred to as smear-

ing. It is mainly used in the force calculation for the Hybrid Monte Carlo

algorithm and can take up to 40% of the total runtime.
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MG Proto: A Multigrid Solver for x86 multicore Systems 
Balint Joo (Jefferson Lab), Thorsten Kurth (NERSC) 

Introduction
Adaptive Aggregation based multi-grid (MG) methods [1,2,3] are 
becoming the standard for solvers in both the propagator 
calculation and recently even in the gauge generation parts of 
Lattice QCD calculations with Wilson Clover Fermions. The 
system solved is A x = b, where A is the Dirac operator 

Multi-Grid Solvers
V-Cycle & K-Cycle

Coarse Operator
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Conclusions & Outlook

Performance Results 
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MG aims to reduce the short wavelength (UV) modes on a fine 
grid using a Smoother (S). The error due to the longer 
wavelength modes is solved on a coarser grid by solving with a 
coarsened operator (A-1c). A typical cycle is the V-cycle:

S

Ac-1

j-iterations of  
Pre-smoothing 

k-iterations of  
post-smoothing 

Restriction RProlongation P 

Bottom Solve (recursive)

The error is reduced as (e.g. [2]):

Near Null Space Block Aggregation
Low modes of the A are `self similar’ on cubic-blocks of the 
lattice due to local coherence (weak approximation). Hence one 
way to define R is to aggregate the fine degrees of freedom over 
cubic blocks with near null-space vectors produced in a setup 
phase

S

Fine Grid d.o.f : Vf x Nspin x Ncolor Coarse Grid d.o.f : Vc x Nchiral x Nnull

Restriction: Aggregation over 
sites, colors, chiral spin 
components.

The resulting Coarse operator is a nearest-neighbor operator 
similar in structure to the fine operator:

Where X0(x) and Xµ(x) are matrices of dimension NnullxNchiral.

Ac(x) = X0(x) +
X

µ=1..8

Xµ(x) �x,x+µ̂

SIMD for matrix-vector operation
Applying Ac consists of 9 matrix vector multiplications. We 
restrict to Nnull being a multiple of 8 and vectorize using AVX512 
intrinsics:

Nested Parallelism for Aggregation
Aggregations for restriction 
and prolongation permit 
nested parallelism through 
a) parallelism over blocks 
and b ) w i th in b locks . 
Parallelism within blocks 
may be desirable if there 
are very few coarse sites 
(e.g. a coarse level with 16 
sites, on a KNL system)
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Utilizing threading within the site was only really beneficial when there was not 
enough parallelism via sites (V=44 and V=43x8 cases). In this instance benefit was 
visible when manual (man) implementation of nested parallelism was employed, 
rather than through explicit OpenMP nested (exp) parallelism. In these (man) cases 
serial reductions (ser. red.) in the blocks proved more efficient than parallel ones. [4]

Our implementation delivers a roughly 8x improvement 
over our best previous solver for KNL and Skylake 
systems. Coincidentally, 64 nodes of Stampede 
performs similarly to 64 nodes of Titan in 2016 using 
QUDA-MG. This work opens Cori and Theta for 
propagator calculations and for gauge generation 
using multi-grid in the future. It also serves as a basis 
for performance portability explorations.

Performance results and strong scaling on Stampede 2 using Skylake (SKX) nodes 
Multigrid provides approximately an 8x reduction in solve time than the fastest 
available, mxsed precision BiCGStab solver from the QPhiX library. Similar 
performance improvements are also visible on KNL systems, e.g. Cori and Theta 

Other optimizations 
Our MGProto implementation uses the QPhiX library 
for threading and vectorization on the fine grid. In 
addition we have implemented Schur Decomposition 
based even-odd preconditioning In all the solvers 
used on all MG levels. 
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Porting existing codes to 
new architectures requires 
significant investment
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Contraction costs

• Contraction of quark fields scales factorially in 
system size/complexity 

• Grow to be comparable to gauge generation 
and inversions 

• Graph methods to remove redundant work, code 
generators to optimise execution 

• MIT (physics + CS): tiramisu code generator 
speeds up baryon-baryon contractions by 90x 

• JLab: 8x MI-100 AMD GPU node is 400x 
performance of KNL node for 20x the cost
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Perlmutter, Frontier & Aurora exascale readiness

• LQCD is ready to run on all 3 (pre-)exascale architectures 

• Large-scale sustained effort from USQCD under SciDAC & ECP  

• Critical collaborations with industry partners and computing facilities 

• LQCD facilities provide hardware testbeds for application development
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AI/ML and quantum computing: future promise

• New developments in AI/ML are leading to innovations in LQCD 

• Flow models for gauge generation: promise to overcome critical 
slowing down as continuum limit is taken (now for full QCD) 

• New ways to define observables with better statistical properties 

• Address the difficult inverse problems that arise in any areas: PDF 
fitting, hot QCD spectral functions… 

• Quantum computing has promise to address questions that are beyond 
the capabilities of classical hardware (exascale and beyond) 

• Real time dynamics, nonzero baryon density,….

22

Computational advances



USQCD permanent job creation

• USQCD faculty/lab job creation 

• Strong (and rewarding!) pipeline to HPC industry  (lower bound above) 

• High demand for HPC expertise (>120 USQCD PhDs since 2000)

Workforce development & training

23

Junior faculty and staff job creation
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Job drivers - joint/bridge with JLab, Riken-BNL, FRIB
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Summer schools and training programs

• Summer schools provide key training 
opportunity not available elsewhere 

• Frontiers of the field including ML and QC 

• Hands-on with code and algorithms 

• Current proposal to DOE (MSU, MIT, UIUC, 
UConn, UMd, Colorado) for USQCD-based 
training project 

• Support beginning grad students with a lab-
mentor program & dedicated courses 

• Broaden participation of underrepresented 
groups in LQCD/HPC

Workforce development & training
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Computational QCD well-represented

• Organizing committee: Ian Cloet, Swagato Mukherjee 

• Plenary speakers: Martha Constantinou, Phiala Shanahan 

• Cold QCD parallel speakers: Yong Zhao, Xiangdong Ji 

• Hot QCD parallel speakers: Peter Petreczky, Claudia Ratti, 

Abhijit Majumder
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