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QC: Research Necessities
1. Explore precise limits (fundamental & technical)
2. Consider problems holistically
3. Maximise utility

Possible Applications
▶ Reinforcement Learning
▶ Optimisation
▶ Databases
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Quantum Computing Algorithms & Applications



Reinforcement Learning
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1. Reinforcement Learning

Reinforcement Learning I



Ingredients
▶ State
▶ Action
▶ Reward/Punishment
▶ Tradeoff between current and future gains
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1. Reinforcement Learning

Reinforcement Learning II



Ingredients
▶ State
▶ Action
▶ Reward/Punishment
▶ Tradeoff between current and future gains

Bellman Optimality Equation

𝑄∗(𝑠, 𝑎) = 𝔼[𝑅𝑡 + 𝛾max
𝑎′

𝑄∗(𝑆𝑡+1, 𝑎′) ∣ 𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎]
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1. Reinforcement Learning

Reinforcement Learning II



Ingredients
▶ State
▶ Action
▶ Reward/Punishment
▶ Tradeoff between current and future gains

Advantage & Disadvantage
▶ Switch between exploration and exploitation
▶ 𝑄 function is hard to compute

Bellman Optimality Equation

𝑄∗(𝑠, 𝑎) = 𝔼[𝑅𝑡 + 𝛾max
𝑎′

𝑄∗(𝑆𝑡+1, 𝑎′) ∣ 𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎]
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1. Reinforcement Learning

Reinforcement Learning II
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QPU DBMS Architecture Integration

Overview on Quantum Computing

• Quantum processing units (QPU) explore
search spaces using quantum phenomena

• Ideal application: Query optimization,
which features large search spaces

• Further applications: ML [1], Simulation

Achieving QPU-DBMS Integration

• QPU imperfections limit current utility
• To facilitate DBMS-QPU integration, we

– show how to solve problems on QPUs
– analyze our approach for current QPUs
– derive criteria for DB-QPU codesign

calculate algebra execution
plan

Explore
search space

Parameter
optimisation

query plan
generation

code
generation

Rewrite Rewrite

Quantum Optimization Algorithms

Quantum Approx. Opt. Algorithm (QAOA)

• Circuit for gate-based QPUs (e.g., IBM-Q)
• Hybrid quantum-classical algorithm:

– QPU: Parameterized state preparation
– CPU: Parameter optimization based on ÈCÍ
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Classical optimization
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Quantum Annealing

• Determines minimum energy configuration
• E�ciently explores energy landscape using quantum

phenomena (e.g., quantum tunneling)
• Systems with ¥ 5 000 qubits provided by D-Wave Configuration
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Challenges and Limitations y

General Challenges

• Limited qubit numbers
• Problem encodings (e.g., QUBO) required
• Reproducing experiments [2]

Limited Qubit Connectivity

Opt. topology Real topology

Circuit Transpilation
Adding Swap Gates

Limited Coherence Time

• Decoherence:
Gradual decay of
quantum states

• Deeper circuits
increase execution
time and chance of
decoherence errors

Execution time
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• The circuit depth is a crucial metric for
quantum computing feasibility

• Minimize required qubits and circuit depth:
– keep the encoding lightweight
– reduce the number of qubit interactions

Multi Query Optimization on D-Wave

Overview

• Goal: Minimize execution costs for a
batch of queries

• Valid solution: One plan per query
• Naive way: Choose locally cheapest

plan
• Better: Select plans with common

subexpressions

QUBO Reformulation

• Energy formula: ÊLEL + ÊMEM + EC + ES [3]
• QUBO terms for incentivizing valid and

optimal solutions:
– EL = ≠ q

pœP Xp

– EM = q
qœQ

q

{p1,p2}™Pq
Xp1Xp2

– EC = q
pœP cpXp

– ES = ≠ q

{p1,p2}™P sp1, p2Xp1Xp2

Solving MQO on IBM-Q QPUs
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• Solving multi query optimization (MQO) with QAOA on gate-based QPUs [4]
• Significant depth increase when transpiling circuits

Join Ordering Reformulation

Problem Classification
• General query graphs
• Left-deep join trees

• Support of cross products
• Min. intermediate cardinalities

• Mixed integer linear programming (MILP) reformulation [5]
• Approximate log. cardinalities: min qR≠1

r=0
qJ≠1
j=1 ctorj◊r

• Approx./ validity constraints: cj ≠ ctorj · Œrj Æ log(◊r), ...

• Equality conversion: cj ≠ ctorj · Œrj + srj = log(◊r)
• Variable discretization: srj ¥ Ê qn

i=1 2i≠1bi

• Transform the binary ILP (BILP) problem to QUBO [6]
• Energy formula: A qm

j=1
Q

abj ≠ qN
i=1 Sjixi

R

b
2 + B qN

i=1 cixi

Join Ordering Analyzed for QPUs

Findings

• IBM-Q QPUs so far only allow small scale
queries due to qubit limitations

• D-Wave systems support queries joining
up to 15 relations

• Large impact of an increased precision:
– Higher qubit consumption
– IBM-Q: Drastic depth increase
– D-Wave: Significant reduction of

problem sizes

Path to DB-QPU Integration

• Non-traditional problem implementations
(e.g., QUBO) required

• Subtle issues that are negligible for
classical CPUs may have a large impact on
quantum computing

• Qubit connectivity identified as a large
bottleneck for join ordering

• Not only qubit limits, but all bottlenecks
need to be addressed by future QPUs

IBM-Q Results
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1. Reinforcement Learning

Variational Quantum Circuit



IBMQ performance

Table 2: Hyperparameters cross-validation results. The table provides values for eta_start (⌘s), eta_duration (⌘d),
epsilon_duration (✏s), and gamma (�). Encodings C, SC, GS, and GSP as defined in Section 5.2.

Architecture Baseline Baseline + data re-uploading
⌘s ⌘d ✏d � ⌘s ⌘d ✏d �

[31]/C/GSP 0.01 2 000 20 000 0.99 0.01 2 000 30 000 0.99
[31]/C/GS 0.001 4 000 20 000 0.99 0.01 2 000 30 000 0.999
[31]/SC/GSP 0.01 2 000 20 000 0.99 0.1 2 000 20 000 0.999
[31]/SC/GS 0.01 4 000 30 000 0.99 0.01 2 000 30 000 0.99
[41]/C/GSP - - - - 0.01 2 000 30 000 0.999
[41]/C/GS - - - - 0.01 2 000 10 000 0.99
[41]/SC/GSP 0.01 2 000 10 000 0.999 0.01 2 000 10 000 0.99
[41]/SC/GS 0.01 4 000 30 000 0.99 0.01 2 000 10 000 0.99

Here, the first hindrance can be overcome in
time as the availability of quantum devices and
resources is expected to increase in the near fu-
ture. As improvements in hardware and orches-
tration of quantum and classical computational
resources progress, we might also be witness to
an increased number of circuit layer operations
per second (CLOPS) [74]. When we started the
training process in the ibmq_ehningen device, the
job execution time for each action selection took
between 15 to 30 seconds, and each training step
took around 3 minutes (as the training step per-
forms gradient decent via parameter-shift rule).
These long execution and waiting times make the
training process in real quantum devices imprac-
tical for training algorithms like VQ-DQN, where
the agent has to interact with the environment se-
quentially.
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Figure 6: Results of our validation run on ibmq_ehningen [71]

7. Comparison to classical Neural Network

A popular “quantum advantage” claimed by a
good fraction of the literature in QRL is that the
VQC has better state-action pair representation,
samples efficiently, and learns an optimal policy
faster than the classical neural network [30, 31, 41].
Hence to compare the sample efficiency of a VQ-
DQN-agent trained on an ideal simulator against
a classical neural network, we trained a simple
fully-connected network with one hidden layer to
solve the Cartpole-v0 environment. To ensure a
fair comparison, we restricted the total number of
parameters of the network to 58, and did cross-
validation on the same set of hyperparameters as
explained in Sec. 5.3.

The results shown in Fig. 7 indicate that initially,
the VQC seems to learn faster than the neural net-
work. For a more rigorous discussion we resort to
Ref. [75], where sample efficiency of an algorithm is
defined for an online learning setting as the number
of time steps from which on an agent trained by the
algorithm perceives an average reward exceeding a
certain threshold Vthresh with high probability.

For a weaker statement adapted to a numerical
treatment, we propose to use significance testing
under the null hypothesis of mean reward being
smaller than Vthresh. Thus, we define sample ef-
ficiency as the number of time steps from which on
the null hypothesis is rejected with respect to the
given threshold. As statistical test we propose to
use a one-sample t-test [76, 77], in particular its
one-sided version as we compare the performance
of a particular algorithm against a given threshold.
Thus, we perform sufficiently many independent
runs of each algorithm and fix the significance level
at ↵ = 0.05.
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QRL: Classical vs. hybrid VQ-DQN
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Figure 7: Comparison between VQ-DQN and classical NN
averaged over 30 different agents.

With respect to this metric the variational
quantum circuit indeed crosses Vthresh = 120 faster
than the classical network; however, for larger
threshold values, no definite statement can be
made.

8. Conclusion

We have systematically studied the performance
of quantum-assisted reinforcement learning schemes
on both simulators and physical quantum com-
puters. We find—not quite unexpected—that at
the current, early state of technological develop-
ment, quantum computers do not bring any meas-
urable advantage in this scenario. We even find
that simulated quantum systems do not bring clear
advantages over classical approaches.

Nonetheless, a number of constructive insights
can be drawn from our experiments. Following pre-
vious work, we have trained models on classical sim-
ulators and only performed the execution step on
quantum hardware. This approach, albeit practic-
ally necessitated by current-day hardware, creates
a mis-match in terms of handling noise: For future
work, we recommend including noise in the training
process, especially since Ref. [78] suggests for small-
scale systems that existing noise models lead to a

good match between simulation and hardware, and
therefore provide a more faithful basis for compar-
ing between algorithmic performance on simulated
and physical hardware.

Most importantly, our results do not corroborate
observations made when reinforcement learning on
quantum computers was first introduced into the
literature in Ref. [30]: While the authors in this
approach upload weights determined by classical
training onto a quantum machine as we do in this
paper, they find that executing the model does not
vary much between simulation and NISQ machine.
We, on the contrary, observe a total mismatch in
performance. We expect the most probable explan-
ation for this discrepancy to lie in (a) the size of
the machine (five versus 27 qbits) and the problem
of choice (cognitive-radio versus cartpole; a random
policy as would be caused by growing amounts of
noise from NISQ devices is obviously better suited
to the former than the latter).

We encounter additional hindrances towards the
practical application of quantum computers: Wait-
ing time on queues in a shared, cloud-like envir-
onment is a major practical issue, which will how-
ever be alleviated with the broader availability of
quantum chips. Nonetheless, the temporal contri-
butions of sequential elements of algorithms to the
overall computation time would also occur in a non-
shared setting and do substantially increase wall-
time run-times, which is an obvious impediment to
practical utility.

As long as noise and imperfections are unavoid-
able, we find that adapting algorithms and ap-
proaches to account for these issues is a major
design challenge for quantum algorithms. One pos-
sible approach would be to equip simulated QPU
designs with appropriate, yet tunable and physic-
ally realistic noise behaviour. By seeking optimal
models and parameters under these unavoidable
constraints, an “ideal” noise model can be identified,
and future QPUs be built such that design trade-
off decisions are taken so that the resulting hard-
ware closely mimics the identified noise and imper-
fection behaviour. In other words, we hypothesise
that in the space of hardware design decisions, and
assuming that hardware imperfections impact dif-
ferent computations in a different way, this opens a
degree of freedom that can be leveraged to design
custom algorithmic-specific hardware.

12

W.Mauerer Some Recent Musings on Quantum Computing 7 / 18

1. Reinforcement Learning

Quantum Reinforcement Learning



Optimisation
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2. Optimisation

Maximise Utility



Boolean Satisfiability

𝑓( ⃗𝑥) =(𝑥1 ∨ ̄𝑥2 ∨ ̄𝑥4) ∧ (𝑥2 ∨ 𝑥3 ∨ 𝑥5)∧
(𝑥1 ∨ 𝑥4 ∨ ̄𝑥6)

Annealers and QUBOs

min
𝑥⃗

(∑
𝑖

𝑐𝑖𝑖𝑥𝑖 + ∑
𝑖≠𝑗

𝑐𝑖𝑗𝑥𝑖𝑥𝑗)

Reductions
▶ Choi: 𝑘-SAT ≤p MIS ≤p QUBO
▶ Backbone

T. Krueger, WM: Quantum Annealing-Based Software Components An Experimental Case Study with SAT Solving, Proc. IEEE/ACM ICSEW’20W.Mauerer Some Recent Musings on Quantum Computing 10 / 18

2. Optimisation

Maximise Utility



𝛼 = |𝐶|/|𝑉 |
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Backbone method

Runtime
5 × 5 s
5 × 20 s
5 × 160 s
5 × 500 s
5 × 2000 s
100 × 20 s

Boolean Satisfiability

𝑓( ⃗𝑥) =(𝑥1 ∨ ̄𝑥2 ∨ ̄𝑥4) ∧ (𝑥2 ∨ 𝑥3 ∨ 𝑥5)∧
(𝑥1 ∨ 𝑥4 ∨ ̄𝑥6)

Annealers and QUBOs

min
𝑥⃗

(∑
𝑖

𝑐𝑖𝑖𝑥𝑖 + ∑
𝑖≠𝑗

𝑐𝑖𝑗𝑥𝑖𝑥𝑗)

Reductions
▶ Choi: 𝑘-SAT ≤p MIS ≤p QUBO
▶ Backbone
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Ex
it

Size of Embedding

min
𝑥⃗

(∑
𝑖∈𝐼

𝑐𝑖𝑖𝑥𝑖 + ∑
(𝑖,𝑗)∈𝐾

𝑐𝑖𝑗𝑥𝑖𝑥𝑗)
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Size of Embedding
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𝑥⃗

( ∑
𝑖∈𝐼

𝑐𝑖𝑖𝑥𝑖 + ∑
(𝑖,𝑗)∈𝐾

𝑐𝑖𝑗𝑥𝑖𝑥𝑗
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Correctness

+ ∑
𝑖∈𝐼′

𝑐𝑖𝑖𝑥𝑖 + ∑
(𝑖,𝑗)∈𝐾′
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Databases
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3. Databases

Join Ordering Overview



D-Wave Quantum Annealing
▶ Comparison to classical DP
▶ Speedups for small queries3

▶ But: Limits quickly reached
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3Note that we consider simplified queries for the QPU, to avoid discretisation issues.
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3. Databases

D-Wave Results



Extrapolating QPUs
▶ Criteria:

▶ Problem size
▶ Connectivity
▶ Gate sets

▶ Topologies:
▶ IBM Q
▶ Rigetti
▶ IonQ

Impact on IBM Q
▶ Higher connectivity: Drastic impact
▶ Gate sets: Moderate impact

Extended Connectivity Density
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3. Databases

Co-Designing Custom QPUs
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4. Consequences

Latency and Jitter and Integration
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▶ (Hard-) Real-Time Computing
▶ The Tail at Scale
▶ Attack of the Killer Microseconds
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4. Consequences

Latency and Jitter and Integration
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are unsuitable, since they commonly only consider the hardware perspective [55, 11]. In fact, benchmarking
quantum software applications is in a very early stage, a current debate is even which KPIs to measure [5].
Consequently, our proposal includes building a custom testbed, which by itself is a valuable contribution to
both the academic research community, as well as industry partners, who are interested in entering the field.

The interplay of the di�erent competencies and capabilities required to master this highly interdisciplinary
challenges as they are available in the consortium, is illustrated in Fig. 1, where we show this testbed: A data
processing system augmented with a QPU receives a continuous data stream subjected to data projection.

To determine an optimal work split between CPU and QPU in designing a hybrid algorithm (as indicated by
the slider on top of Fig. 1), which is the core goal of our project, we need to consider (a) methods to reduce
data volume, yet keep their essential characteristics; (b) how to implement the actual queries that are executed
on the data stream; (c) appropriate quantum algorithms that can be used as part of, or replace the algorithms
selected in the previous step; (d) hardware-e�cient constructions that implement these quantum algorithms;
(e) a Soft-QPU that is iteratively adapted using transpilation techniques to optimise the match between QPU
properties and hardware-e�cient approaches; (f) a classical simulator that implements the Soft-QPU using
state-of-the-art high performance computing approaches. All steps are closely interlocked and require close
cooperation between the partners. Their corresponding contributions are further detailed in Sec. 4.

Classic Quantum
Hybrid

algorithm

CPU Soft-
QPU

QPU Properties

Transpilation & Dekomposition

Simulator Synthesis

IOT

Input data stream

Figure 1: The envisioned Q-Stream testbed, synergies and distribution of responsibilities within the consortium.

We expect di�erent outcomes for di�erent types of data sets and when di�erent constraints are placed on
the (Soft-)QPU design. For instance, a QPU that is integrated into mainframe systems in data centers can
consume substantially higher costs than QPU intended to be used, at least in the long-term prospective, in
embedded devices. Selecting reasonable and realistic scenarios will be performed in close cooperation with
industrial stakeholders and experts, with whom the members of the consortium are in close contact. We
intend to leverage the expertise of hardware specialists of Munich Quantum Valley (MQV) to ensure our
Soft-QPU models comply with physically realistic and reasonable assumptions. Thanks to the flexible nature
of a synthesised quantum simulator, the consortium will be able to test di�erent designs at little cost.

1.2 Strategic Goals

Opportunities for Bavarian Research and Industry Apart from having a unique research focus within
Bavaria, numerous industries could benefit from our results in the long run, as we have elaborated in the
introduction. The proposed testbed can be used to:

• Provide directions for hardware vendors and research institutes that work on novel approaches to realising

4
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