Artificial Intelligence

Artificial Intelligence/Machine Learning for Physics Applications
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Outlook
Projects

> Introduction to Machine Learning
> Multi-Layer Perceptron
» Convolutional Neural Networks
> Extremely Randomized Trees, Gradient Boosted Trees
> Long-Short Term Memory networks (RNN)

> Applications in physics
> Particle Tracking assistance
> Experiment Triggering
» Physics Reaction identification
» Discussions on Network Types and their applications
> Classifier networks
> Linear Regression Networks
> Logistic Regression
> Series Prediction
> Auto-Encoders, and their uses
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Machine Learning

Machine learning (ML) is a field of inquiry devoted to understanding and building
methods that 'learn’, that is, methods that leverage data to improve performance
on some set of tasks. It is seen as a part of artiticial intelligence. Machine learning
algorithms build a model based on sample data, known as training data, in order

to make predictions or decisions without being explicitly programmed to do so.
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Machine Learning
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Machine Learning

Connecting the Neural Network Nodes

Leaky RelLU )
max(0.1x, )
tanh Maxout
tanh(x) = max(w{ & + by, w3 = + by)

ELU
T x>0
ae® —1) <0 - - i

Activation Functions
Sigmoid |

1

O'(ZII) — 14-e=*

RelLU
max (0, z)
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Machine Learning

Outp.l..lt.
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The softmax function, also known as softargmax or normalized exponential function, is a
generalization of the logistic function to multiple dimensions. It is used in multinomial logistic
regression and is often used as the last activation function of a neural network to normalize the
output of a network to a probability distribution over predicted output classes
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https://en.wikipedia.org/wiki/Logistic_function
https://en.wikipedia.org/wiki/Multinomial_logistic_regression
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https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/Probability_distribution

Confusion Matrix
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Confusion Matrix

Output Class

Multi-Class Confusion Matrix
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Confusion Matrix
342 2 3 4 1 97 .2%
41.0% 0.2% 0.4% 0.5% 0.1% 2.8%
3 211 0 0 0 08.6%
0.4% 25.3% 0.0% 0.0% 0.0% 1.4%
4 1 54 13 3 72.0%
0.5% 0.1% 6.5% 1.6% 0.4% 28.0%
2 1 8 79 0 87.8%
0.2% 0.1% 1.0% 9.5% 0.0% 12.2%
0 0 0 0 104 100%
0.0% 0.0% 0.0% 0.0% 12.5% 0.0%
97 .4% 98.1% 83.1% 82.3% 96.3% 94.6%
2.6% 1.9% 16.9% 17.7% 3.7% 5.4%
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Confusion Matrix _

True Health Condition
|

) Has disease Healthy The Receiver Operator Characteristic
| s tisease True False (ROC) curve is an evaluation metric for
g_ positive positive binary classification problems. It is a
_ 3 I FalSt? L probability curve that plots the TPR against
L negative negative FPR at various threshold values and
Sensitivity - Specificity = essentially separates the ‘signal’ from the
True positive / Has disease True negative / Healthy ‘noise’. The Area Under the Curve (AUC)

Figure 2. Calculation of senstivity and specificty.

IS the measure of the ability of a classifier to
distinguish between classes and is used as
a summary of the ROC curve.

- -
—

-- p—

—_— -

AUC

= s s Verygood (Biomarker 1)
sss=  Good (Biomarker 2)

e Poor (Biomarker 3 AUC-ROC curve is a performance
measurement for the classification

0 0204 0.6 08 10 problems at various threshold settings.
1 - Specificity

Sensitivity
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Jefferson Lab

add experimental hall (12 GeV)
and beamline

upgrade
magnets and powel
. J supplies
add 5 cryomodules v N
7 upgrade 1
7~ central helium /-
liquifier {j 7

:‘/
»
’
L
»
-~
.'
»
»
-

injector

add 5 cryomodules
aad arc

s

: lower pass beam
’ energies still available

> CEBAF

> 12 GeV electron beam distributed to 4 experimental hall

> Each experimental hall contains a detector system for specific
experiments
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CLAS12 Detector

I EC & PCAL

G.Gavalian (Jlab)

FTOF

LTCC

DC

HTCC

> Nuclear Experiments
> Electron beam scattering off of proton

» Charged and neutral particles detected by CLAS12 detector

» Studying the structure of the nucleon
> Discovering new matter states

CTOF + CND
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Machine Learning

Fald IT)

» CLAS12 detector . |Drift Chambers

» Forward Drift Chambers:

> |In toroid magnetic field (6 sectors)

> © super layers

> 6 wire planes in each super-layer
» Central Tracker:

> Barrel Micromega Trackers

> 3 CVT barrels

> 3 Z-plane detector layers

> 3 Phi plane detector layers

Calorimeter|

» Data Reconstruction

» Reconstructing tracks from the detector
responses takes 750 ms in a single thread.

» Data is collected at the rate of 12kHz
» Takes about 4-6 months to process data Central Tracker

collected in 1 month.
> Track reconstruction is 90% of the A _ . ‘_'
computational time. Time Of Flight

G.Gavalian (Jlab) HUGS (June 7-9 2022)



Machine Learning

Multi-Layer Perceptron
(MLP)
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Machine Learning

Multi-Layer Perceptron is a network with an Input Layers Output Layer
input vector X(x1,x2,.....,xn) and output vector X[6] .
Y(yl,y2,...ym) 3

Wc1

: : We 0 - no track

It can have many hidden layers with any e + track
number of nodes W, - track

WS

Connected with any activation functions
o RELU

SIGMOID

TANH

LINEAR

SOFTMAX » Use cases
» Classification

O O O O

Defining any loss function:

o Mean Square Error (MSE) > Linear Regression
o CrossEntropy > Logistic Regression
O

...... > Fault Correction Auto-encoders (in later slides)
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Machine Learning

Classifier
(MLP)
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CLAS12 tracking “

Charged Particle Tracking

4

K XK ) Sectors 3 and 6 (Seq Event# 9 True event# 5133245)
Next | [ S dF 2 OMNCEO S R —7T

s e o > Charged particles are tracked using
e wom o Drift Chambers inside toroidal

. e magnetic field.
con Hits [ REC ) .
S > Each sector consists of 3 regions

> Each region consists of two cambers
(Super-Layer)

> Super-Layer has 6 layers
> Each Layer has 112 wires

ssssssssss

4
S
2

A< B<H<H<N<]
)U’ ~ X O
I'T'Ir'bn

xyz (-122.39,211.99,643.20) cm
réeg (688.20cm, 20.84°,120.00°)

Y A pz ¢ (244.78cm, 643.20cm , 120.00°) B> - - -
VORI .o - 275,000, 533.20) cm 7 £dCn SecClor IS matrix o X WIres
4 _ Bl Tilted sect xyz (-49.98,0.00,686.38) cm
r Composite contains: Torus + Solenoid

soenoid zshinogooem T that charged particles passes

Field 0.0000 T (0.000,0.000,0.000) T
Grad 0.0000 T/m (0.000,0.000,0.000) T/m

> Each super layer hits are clustered
together

> Track candidate is format from ©
clusters (one from each super layer)

Super-Layer 5 Super-Layer 6
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CLAS12 tracking

Sector 1 Six sectors shown

All Drift Chambers (Seq Event# 9 True event# 5133245)

[Next| [§ & o @ 35 iGO B R, —7 —°

noise DC Clusters
Visibility
®  Single Accum. v Truth

Hit Display Control

B v Raw ] NN
Reg HB ] Reg TB
Al HB + Al TB

"Relative Accumulation or ADC Value

e Color Monochrome

0 0.2 0.5 0.8

1

Sector 1

Total DC occ 4.07% sector 1 occ 0.00%
approxr0¢ 244.1cm,21.2° 0.0°

Raw Superlayer Occ 2.68%

Reduced Superlayer Occ 1.79%
superlayer 2 layer 4 wire 53
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CLAS12 tracking

G.Gavalian (Jlab)
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Problems we are trying to solve “

Classification

Super Layer 1
' / // » Each event contains many combinations of clusters
Super L aver 2 that can form a track.
P / » Teaching Al which combinations are good and
which are bad will help the network to discern from
Super Layer 3 given combinatorics which candidate has a higher
probability to be a good track.
Super Layer 4 ( \f » Possibly will speed up tracking code (80%-90% of
total data processing time) by considering only Al
Super Layer 5 (4 | suggested track candidates.

Super Layer 6 K
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Track Data

RELU Softmax

Output Layer

> Events with 2 tracks in one sector are chosen for training sample generation.

> 4 training track candidates are constructed:
» 2 “TRUE” tracks that were reconstructed by tracking algorithm
» 2 “FALSE” tracks by swapping 1 or 2 (decided by random number generator) clusters from adjacent track.

TRUE TRACK FALSE TRACK TRUE TRACK FALSE TRACK

T | /T A
\\ / ”’X\_ NS g / I

\///\\:
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Neural Networks

Convolutional Neural Network (CNN)

Conv +
Input Maxpool FC FC  Output

oooooo

CCCCCCCCCC

llllllllll

Hidden Layer

X dataset
v_d_f——f'*i—x_\_ﬁ
N, foatures N, features N, feature foatures
er Vb . ‘
a Q (o} (o]
e c O O (0]
TREE #1 TREE #2 TREE #3 TREE #4
LA CLASS D CLASS B CLASS
| | | J

Recurrent Neurall Network (RNN)

e 2 2r 9

Lrad = > A A — A
® ©

1o o e

> Different Network types were evaluated for accuracy and speed.

> MLP is chosen to be the best fit, due to implementation
simplicity, accuracy and inference speed.

Features| TP FP PA TA Time
(ms)
ERT 6 100% | 6.14% | 100% | 100% 0.36
MLP 6 99.96% [10.77% [ 98.88% [ 99.65%  0.12
CNN |36x112196.11% [28.11% 194.26% | 94.26% 1.2
RNN 36 88.40% [11.60% - - -

TP - True Positive

FP - False

Positive

TA - Training Accuracy
PA - Positive Accuracy : percentage of tracks where
False Positive in an event has lower probability
than True Positive
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Machine Learning

Corruption Auto-Encoder
(MLP)
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Problems we are trying to solve

> |Inefficiency in the Drift Chambers can
result in missing segment along the
track trajectory

> |t Is possible to fit the track using only
5 segments

> Need to identify the tracks with 5
segments (using Al)

Missing Segment

G.Gavalian (Jlab)
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Problems we are trying to solve

Classification

> Each event contains many combinations of clusters that can form
a track.

> Teaching Al which combinations are good and which are bad will
help the network to discern from given combinatorics which
\ @ candidate has higher probability to be a good track.
/\// > Possibly will speed up tracking code (80%-90% of total data
processing time) by considering only Al suggested track
candidates.

N

§

&

-/

r

Fixing Inefficiencies

'\ » Some regions of inefficiency in drift chambers can result in
/&T\' missing clusters in one of the super layers.

/

> Track classifier can recognize good tracks composed of 6
clusters.

> We need some methods to predict where missing cluster
— o position will be.

> Then classifier can identify good track candidate.

N
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Machine Learning

* The Input has the same dimensions as the output

» Parts of the output are different from the input
 [The most common uses are de-noising images

Input
—
\ ~ -
N/ .
\ / \ WV
/ \ N
\
\ </
/
/ N\
/
/ \\ // ) - ~
/ 5 —
/ \ /
I
/ -
L
g
Y
Encoder

Output
— T
- - /
/
/ \ /
/ \ /
/ \
\ /
Y VA
\ / \
~4
J
Y
Decoder
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Machine Learning

-+ Encoder! Decoder

Noise

Original Noisy Code Output
Images Input

Denoised

Noisy Image

- .ﬁ.ﬁ.ﬁ

32 64

|
|
J ~ : izo ' 2D @ Layer Sum !
: Eonll/OIIgtioLrL]J getc%rll\\llolution :
ﬁ : eaky RelLU + atchNorm + |
x - | Dropout ‘ RelLU :

Before After

Figure 2. Denoising Autoencoder Network. This network consists of a convolutional neural network of increasing filter size,
followed by a deconvolutional neural network of decreasing filter size. It takes a noisy image as the input and returns the
denoised image.
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Fixing inefficiencies

Can This work backward?

Input Output
. F TensorFlow .,
~ 2.0 - /
N /
\ TN A /
\ /| \ /
\ / \ /
/ /
\ \
= 4
A /\
/ \ /
/ V|| ;o\
/o \ ;0\
/ I— SV \
/ N \
/ ~
7 7 N
m/ ~N
Encoder Decoder
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Fixing inefficiencies

Noise remover removes part of the information
From original image

L —

Can it add information in the right place?
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Fixing inefficiencies

o T—
] \o\ . \‘\
> Auto-encoder is a type of neural network that . Training Sample for Auto-Encoder \\
can be used to learn a compressed \'\. ~
representation of raw data.
> An auto-encoder is composed of an encoder N \\\
and a decoder sub-models. The encoder RN oy
: S Input Output S
compresses the input and the decoder
attempts to recreate the input from the . s 7 .
compressed version provided by the encoder. “ NSyl o -7/ \‘\.\\
. . /| N>~ Lode Tl
> Typically used for de-noising, but can be \\. Y N \/ -/ \ ~
_ - \
used for fixing glitches (our case). \ \ / \/\/
o\\.\\. / \ // \ / \\ / \\ '\\o\\‘\
/N / ~ \ 2N ~__
Input Output “ / \ > AN / \ \
g, “IF TensorFlow - [ N A
%‘.’;' \\\ 2.0 > N
e \ N —
] \\ ; \\ o - Code P _ // \\\\ \ Y = \ Y o \.\\’\
\ / \ / Encoder Decoder N
/ \ / \ / \-\
\/ \ / . ~
A A N
// \\ / \) (/ \ e
/ -~ - ~ \ *—
/I \| |/~ SA \\\ \\
1% Keras

\ . / \ v / » Use Auto-Encoders to fix the missing cluster (provide a position)

Encoder Decoder » (Good reconstructed tracks are used to generate training
samples by removing one cluster from each super layer

G.Gavalian (Jlab) HUGS (June 7-9 2022)



Fixing inefficiencies (Auto-Encoder Performance)

Inference of missing Segment: u= —0.058, 0 =0.356

5 - 100

-
N

- 80

=
o

O
o

60

O
o

40

Probability density
o
~

20

O
N

0.0 ! | - T T |
—0 —4 —2 0 2 4 §) —6 —4 —2 0 2 4 6

Predicted Value - True Value

> Uncertainty in prediction for cluster position
for good tracks is 0.36 wire out of 112

> Uncertainty in prediction for cluster
position vs Super-layer with missing
cluster
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|dentifying tracks using both networks

» (Construct all combinations of 6 cluster tracks from hits (25 candidates in

O | e

[ >\ the example)

% o » Evaluate track candidate likelihood using classifier neural network

% §<>' > Remove hits belonging to the track from list of hits.

,_(o) e > Add track candidate to the list of possible tracks (with it’s probability
Q\

provided by classifier)

» (Construct combinations of 5 cluster track candidates (29 combinations
in the example)

» (Generate pseudo-hits in missing super-layers using Auto-Encoder neural
network

> Turn them into 6 super-layer track candidates

29 candidates

» Evaluate 6 clusters track candidates (with pseudo-hit) using classifier
neural network

» Add track candidate to the list of possible tracks with appropriate
probability

G.Gavalian (Jlab) HUGS (June 7-9 2022)



Physics Impact

/ / —
ep — €' (X) ep — €' (X)
120001, B Someions T 2000l » CLAS12 tracking code reconstruction
12000| efficiency improved with the introduction of
o000l 1500} Al into track candidate finding.
3000 | » The tracking code speed improved by ~35%
1000+
6000 » What is the physics impact?

e 50| » Tow particle final state (ep->e’pi+X) missing
o0 mass shows ~20% more event under proton
90 05 10 15 20 25 30 00 05 10 15 20 25 30 peak. The gain Is constant over the whole

Mx(e?e'?+X) [GeV] Mx(e?e'?+7-X) [GeV] . .
16 16 | range of missing mass.
1.5} 1.5} 1 . : ;. :
14! }" 1.4] ” 0l et L » Three particle final state (ep->e’pi+pi-X)
1 I b g e T . . . .
o | o ﬂ' missing mass shows ~35% increase in
S F S statistics of the missing proton.
1.OTT 1.0 M-t
| |
0.9} N[| 0.9+ w
0.8 o 0.8 e
oo 05 10 15 20 25 3.0 oo 05 10 15 20 25 30
Mx(e? e'?+X) [GeV] Mx(e? e'?+7?-X) [GeV]

G.Gavalian (Jlab) HUGS (June 7-9 2022)



Machine Learning

Linear Regression
(MLP)
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Machine Learning

> Drift Chamber Charged Track reconstruction

> The classifier and auto-encoder network together can identify the clusters that make a
track

» Can we predict the track parameters using Neural Networks?

o
d)
30 . @
w 24+ ® @e
o
>
B 18 |- % o
@)
O 12 — ® 9 0(8
g . 4
or s ¥ ¢ £
s * e &
| | sgz.| :0 | 1?% | © |§3.¢§'(.| | .
0 20 40 60 80 100 O 20 40 60 80 100 O 20 40 60 80 100 O 20 40 60 80 100
Wire Number Wire Number Wire Number Wire Number
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Machine Learning

~ U O~
I I I

w
I

Super-Layer

- p=0.7 GeV, 6=12°, p=60°
—A&— p=5.0GeV, 6=12° ¢p=60°
- p=6.3GeV, 6=12°, $p=60°

20 40 60 30 100

N
|

w
I

Super-Layer

Wire Number
-9- p=1.0GeV, 6=20°, p=60°

r'S >

A p-10GeV, 8-25°, ¢=60°  \ / e
»—- p=1.0 GeV, 6=30°, $p=60° ‘/A >
T A

e ——

20 40 60 80 100
Wire Number

» Charge Track Parameter Inference
» Reconstruct momentum and angles of particles

based on the cluster positions of the tracks

> Particles have distinct trajectories through drift
chambers depending on their momentum, polar
and azimuthal angle.

> Design an MLP network and investigate
different combinations of activation functions to
derive the best network for this problem.

Input Layers Output Layer

Momentum
Polar Angle
Azimuthal Angle

OE Oé OE Oé Oé OE

o o B~ w N =

G.Gavalian (Jlab)
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Machine Learning

A > Input normalization ©O1: normalization
I | v (1-112) -> (0-1) (0.0-6.5) -> (0-1)

>/ > p=0.7 GeV, 8=12°, $p=60°

—A&— p=5.0GeV, 6=12°, ¢p=60°

o~
I

al
I

SN
|

O2: normalization

Super-Layer

> 7 - p=6.3 GeV, 8-12°, g=60° (5.0-35.0) -> (0-1)
2 - »
- >/ k O3: normalization
o0 0 M o0 o (40.0-120.0) -> (0-1)
Wire Number
Input Output Input Output Input Output
28 (0.295) 24 18
gg Eg'ggg 0.7 (0.107) 2? 50 (0.769) gg 6.3 (0.970)
o5 (0'22) 12 (0.825) i 12 (0.825) 30 12 (0.825)
30 (0.27) 60 (0.250) a8 60 (0.250) 55 60 (0.250)
29 (0.206) 36 61

Inputs and outputs are normalized to (0-1) range
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Machine Learning

G.Gavalian (Jlab)

RELU/LINEAR
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Machine Learning

Negative tracks

| 40000 - 10000 -
20000 \\\] simulated data 00 \\\] simulated data \\\] simulated data
ai inferred data P 35000 lal i
15000 - \ 30000 @
\ 25000 §
10000 — ] \ 20000 H \
- N
F | 15000 §
5000 - 10000 §
!l 5000 - \ N
!
0 — | | |‘ | | 0 | - I I I I I I
0 1 2 3 4 5 6 0.0 0.1 0.2 0.3 04 05 0.6 0.7 0.8 09 1.0 -3 -2 -1 0 1 2 3

Positive tracks

200004 B\ simulated data 140004 B\ simulated data

nferreg glata i i .
12000 - ol il , p .
15000 ANy W\ \ |
- 10000 \ N | |
| 8000 * \! A |
10000 - ~ |
< 6000 - ' |
0 i '
5000 - 4000 | . | |
2000 - \\ \1 | \
0 - | | 0 - Lk\ E— | | | | |
0 1 2 3 4 5 6 0.0 0.1 0.2 03 0.4 05 0.6 0.7 0.8 0.9 1.0 2 3
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Machine Learning

_|_

requirements
> Perform Online data calibration 0.5
» Monitor detector performance

» Track Reconstruction With Artificial 6]7 > c nn
Intelligence 14000 -

» Reconstructed momentum and angle N Conventional Hit Based
resolutions are better than what conventional 12000 - Tl Al, MLP TANH/LIN
algorithms can do at HIT BASED track
reconstruction 10000 - -

» Data Reconstruction Speed \ \
> Track parameters are calculated at the rate of 3000 - \I \
34 kHz (using 32 Threads) § S
» Data Collection rate in CLAS12 12kHz 6000 - § '
> Physics Reaction identification 4000 — .\\
» Applications f '
» Tag physics reaction at Data Acquisition time 2000 - \‘\
. N
» Reduce data volume based on physics ) a“:\\\\\
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Neural Networks (Classification)

Chihuahua or Muffin?
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Neural Networks (Classification

Should | care about the training sample?

- Cat

" )= Not A Cat
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Neural Networks (Classification)
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Neural Networks (Classification)

Gets really upset if you classify
him as a “CAT”

When creating a training sample:
Special care should be given
to negative samples.
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Neural Networks (Classification)

Different Training Samples

True Track Closest Neighbour Random Least Likely
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Neural Networks (Classification)

Closest Neighbor Random Least Likely
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False Positive 1.38% False Positive 11.73% False Positive 36.54%
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Machine Learning

» Classification

> MLP network to classify track candidates based on segment positions
in each super layer of drift chambers

> |ncreased the efficiency of track reconstruction by ~5%

> Auto-Encoders

> Auto Encoders are used to identify the missing segment in the track
trajectory and create complete tracks from 5 segment track candidates

» Combined with the classifier increased track reconstruction efficiency by
~12%-15%

> Track identification resulted in an experimental statistic increase of
15%-35% (reaction dependent) 14000 - -

> Linear Regression 12000-

> MLP Linear regression is used to calculate (infer) track parameters (i.e. 1000
momentum, polar and azimuthal angles) from identified track candidates -

» Reconstructed tracks with MLP have a better resolution that Hit based o0~
tracking and provide rates >30kHz

> Makes it possible to identify physics reactions at run-time, and can be .
used for triggering specific reactions. '0.5 S

Mx (emt* [GeV]

Conventional Hit Based
Al MLP TANH/LIN

4000

2000

G.Gavalian (Jlab) HUGS (June 7-9 2022)



