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TRANSVERSE MOMENTUM DISTRIBUTIONS

3
Transverse momentum

Fraction of  
longitudinal momentum

TMDs describe the distribution of partons in three dimensions in 
momentum space. They also have to be extracted through global 
fits.

How does it change with x?

Is there a difference between flavors?

How “wide” is the distribution?



WITH SPIN
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What distortions survive at low x? 

What are the correlations between 
spin and transverse momentum? 

What is the connection with 
Orbital Angular Momentum?



3D MOMENTUM DISTRIBUTIONS FROM DATA
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Figure 2: The density distribution ⇢a
p"

of an unpolarized quark with flavor a in a proton polarized along the +y direction and moving towards the

reader, as a function of (kx, ky) at Q2 = 4 GeV2. Left panels for the up quark, right panels for the down quark. Upper panels for results at x = 0.1,
lower panels at x = 0.01. For each panel, lower ancillary plots represent the 68% uncertainty band of the distribution at ky = 0 (where the e↵ect
of the distortion due to the Sivers function is maximal) while left ancillary plots at kx = 0 (where the distribution is the same as for an unpolarized
proton). Results in the contour plots and the solid lines in the projections correspond to replica 105.

towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].
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Figure 17. Tomographic scan of the nucleon via the momentum space quark density function
⇢1;q h"(x,kT ,ST , µ) defined in Eq. (4.7) at x = 0.1 and µ = 2 GeV. Panel (a) is for u quarks, panel
(b) is for d quark, panel (c) is for ū quark, and panel (d) is for s quark. The variation of color in the plot
is due to variation of replicas and illustrates the uncertainty of the extraction. The nucleon polarization
vector is along ŷ-direction. White cross indicates the position of the origin (0, 0) in order to highlight the
shift of the distributions along x̂-direction due to the Sivers function.

polarization, we introduce the momentum space quark density function

⇢1;q h"(x,kT ,ST , µ) = f1;q h(x, kT ; µ, µ
2) �

kTx

M
f
?
1T ;q h(x, kT ; µ, µ

2), (4.7)

where kT is a two-dimensional vector (kTx, kTy). This function reflects the TMD density of un-
polarized quark q in the spin-1/2 hadron totally polarized in ŷ-direction, ST = (Sx, Sy), where
Sx = 0, Sy = 1, compare to Eq. (4.2). In Fig. 17 we plot ⇢ at x = 0.1 and µ = 2 GeV. To present
the uncertainty in unpolarized and Sivers function, we randomly select one replica for each point of
a figure. Thus, the color fluctuation roughly reflects the uncertainty band of our extraction. The
presented pictures have a shift of the maximum in kTx, which is the influence of Sivers function that
introduces a dipole modulation of the momentum space quark densities. This shift corresponds to
the correlation of the Orbital Angular Momentum (OAM) of quarks and the nucleon’s spin. One
can see from Fig. 17 that u quark has a negative correlation and d quark has a positive correlation.
Without OAM of quarks, such a correlation and the Sivers function are zero, and thus we can
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TMD TABLE
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quark pol.

U L T

nu
cl

eo
n

po
l.

U f1 h�1

L g1L h�1L

T f�1T g1T h1, h�1T

Twist-2 TMDs

helicity

transversity
Sivers

Boer-Mulders

pretzelosity

worm-gear

Mulders-Tangerman, NPB 461 (96) 
Boer-Mulders, PRD 57 (98) 

TMDs in black survive integration over transverse momentum 
TMDs in red are time-reversal odd

Kotzinian-Mulders



TMD TABLE: TWIST 3
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quark pol.

U L T
nu

cl
eo
n
p
ol
.

U f? g? h, e

L f?
L g?L hL, eL

T fT , f?
T gT , g?T hT , h?

T , eT , e
?
T

Twist-3 TMDs
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Mulders-Tangerman, NPB 461 (96) 
Boer-Mulders, PRD 57 (98) 
Bacchetta, Mulders, Pijlman, hep-ph/0405154 
Goeke, Metz, Schlegel, hep-ph/0504130 

https://arxiv.org/abs/hep-ph/0405154
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SEMI-INCLUSIVE DIS
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hadron plane

lepton plane

l′
l ST

Ph

Ph⊥
qh

qS

q2
T � P 2

h�/z2

Q = photon virtuality

M = hadron mass

Ph? = hadron transverse momentum = PhT
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STRUCTURE FUNCTIONS
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d⇤

dx dy d⌅S dz d⌅h dP 2
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=
�2

x y Q2

y2

2 (1� ⇧)

⇧
FUU,T + ⇧ FUU,L +

⌥
2 ⇧(1 + ⇧) cos ⌅h F cos �h

UU + ⇧ cos(2⌅h) F cos 2�h

UU

+ ⇥e

⌥
2 ⇧(1� ⇧) sin ⌅h F sin �h

LU + SL

⇤
⌥

2 ⇧(1 + ⇧) sin ⌅h F sin �h

UL + ⇧ sin(2⌅h)F sin 2�h

UL

⌅

+ SL ⇥e

⇤
⌥
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2 ⇧(1� ⇧) cos ⌅h F cos �h
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⇥
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⌥
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2 ⇧(1 + ⇧) sin(2⌅h � ⌅S) F sin(2�h��S)
UT

⌅
+ ST ⇥e

⇤
⌥

1� ⇧2 cos(⌅h � ⌅S) F cos(�h��S)
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+
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2 ⇧(1� ⇧) cos ⌅S F cos �S

LT +
⌥
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⌅⌃

AB, Diehl, Goeke, Metz, Mulders, Schlegel, JHEP093 (07)



STRUCTURE FUNCTIONS’ REFACTORS
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Harut Avakian, talk at Transversity 2022



LIST OF STRUCTURE FUNCTIONS
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low-qT calculation high-qT calculation

observable twist order power twist order power powers match

FUU,T 2 αs 1/q2
T 2 αs 1/q2

T yes

FUU,L 4 2 αs 1/Q2

F cos φh

UU 3 αs 1/(QqT ) 2 αs 1/(QqT ) yes

F cos 2φh

UU 2 αs 1/q4
T 2 αs 1/Q2 no

F sin φh

LU 3 α2
s 1/(QqT ) 2 α2

s 1/(QqT ) yes

F sin φh

UL 3 α2
s 1/(QqT )

F sin 2φh

UL 2 αs 1/q4
T

FLL 2 αs 1/q2
T 2 αs 1/q2

T yes

F cos φh

LL 3 αs 1/(QqT ) 2 αs 1/(QqT ) yes

F sin(φh−φS)
UT,T 2 αs 1/q3

T 3 αs 1/q3
T yes

F sin(φh−φS)
UT,L 4 3 αs 1/(Q2 qT )

F sin(φh+φS)
UT 2 αs 1/q3

T 3 αs 1/q3
T yes

F sin(3φh−φS)
UT 2 α2

s 1/q3
T 3 αs 1/(Q2 qT ) no

F sin φS

UT 3 αs 1/(Qq2
T ) 3 αs 1/(Qq2

T ) yes

F sin(2φh−φS)
UT 3 αs 1/(Qq2

T ) 3 αs 1/(Qq2
T ) yes

F cos(φh−φS)
LT 2 αs 1/q3

T

F cos φS

LT 3 αs 1/(Qq2
T )

F cos(2φh−φS)
LT 3 αs 1/(Qq2

T )

Table 2: Behavior of SIDIS structure functions in the intermediate region M ! qT ! Q. Empty
fields indicate that no calculation is available. The specification of twist 4 for FUU,L and F sin(φh−φS)

UT,L

reflects that these observables are zero when calculated at twist-two and twist-three accuracy.

given in (5.56) by Lcos 2φh

UU , and its high-qT approximation (4.26) by Hcos 2φh

UU . Since in the

intermediate region the two expressions describe distinct contributions to the cross section,

one may consider to use

F cos 2φh

UU ≈ Lcos 2φh

UU + Hcos 2φh

UU (6.17)

as an approximation for this observable. The quality of this approximation can be assessed

from the power behavior of its terms in the different regions:

Lcos 2φh

UU ∼ q2
T/M4 for qT <∼M , (6.18)

Lcos 2φh

UU ∼ M2/q4
T for qT $ M , (6.19)

Hcos 2φh

UU ∼ 1/Q2 for all qT , (6.20)

where the behavior in (6.18) reflects that Lcos 2φh

UU must vanish like q2
T for qT → 0 due to

angular momentum conservation [39]. In the intermediate region M ! qT ! Q both terms
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“Cahn” - f⊥

“Boer-Mulders”

“Kotzinian-Mulders”

“Pretzelosity”

“Sivers”

“Collins”

“Worm gear”

“SIDIS FT”
“SIDIS FL”

“SIDIS ”g1

“SIDIS ” - g2 gT

 and friendsfT

 and friendse, g⊥

Not all of them are easy 
to access at EIC due to:  
x-range, twist,  
evolution, prefactors

probably high-x effect, 
probably suppressed by 
evolution, “bad” prefactor 

probably high-x effect, 
twist-3, “bad” prefactor

Examples:



GENERAL CONSIDERATIONS

➤ Some functions won’t be easily accessible at EIC and JLab might 
be a unique opportunity to look at them 

➤ Even for the functions that might be accessible at the EIC, if we 
don’t measure them BEFORE the EIC starts, most probably will 
be neglected at the EIC (lack of expertise, lower priority…)

12



DETAILS ABOUT  
TMD ANALYSIS
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hadron
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quarkq
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kk⊥

k⊥

PhT

P⊥

∼zk⊥

TMD Parton  
Fragmentation Functions

TMD Parton  
Distribution Functions

FUU,T (x, z,P
2
hT , Q

2)

= x
X

q

H
q
UU,T (Q

2, µ2)

Z
d2k? d2P? fa

1

�
x,k2

?;µ
2
�
Da!h

1

�
z,P 2

?;µ
2
�
�
�
zk? � P hT + P?

�

= x
X

a

H
q
UU,T (Q

2, µ2)

Z
dbT bTJ0(bT |P h?|)f̂

q
1

�
x, z2b2?;µ

2
�
D̂a!h

1

�
z, b2?;µ

2
�
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�
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Subleading twist works in a similar way only up 
to NLL, then it becomes more complicated
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nonperturbative part 
of TMD

collinear PDF

perturbative Sudakov 
form factor

Collins-Soper kernel 
(perturbative and  
nonperturbative)

see, e.g.,  
Collins, “Foundations of Perturbative QCD” (11) 

matching coefficients 
(perturbative)

µb =
2e��E
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expressed as a convolution over the partonic transverse momenta of two TMD PDFs:

F
1
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�
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= xA xB HDY(Q,µ)
X

a

ca(Q
2)

ˆ
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X
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|bT ||qT |

�
f̂
a
1 (xA, b

2
T ;µ, ⇣A) f̂

ā
1 (xB , b

2
T ;µ, ⇣B).

(4)

In the above equation, HDY is the hard factor, which can be computed order by order in the strong coupling ↵s

and is equal to 1 at leading order.3 This function encodes the virtual part of the hard scattering and depends on
the hard scale Q and on the renormalisation scale µ. The unpolarized TMDs are denoted by f1. They depend
on the renormalization scale µ and the rapidity scale ⇣. The rapidity scales must obey the relation ⇣A⇣B = Q

4.
Throughout the paper, we will set µ2 = ⇣A = ⇣B = Q

2.
The following definition of the Fourier transform of the TMD PDFs has been used:4

f̂
a
1

�
x, |bT |;µ, ⇣

�
=

ˆ
d
2k? e

ibT ·k? f
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1

�
x,k2
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;µ, ⇣

�

= 2⇡

ˆ
1

0
d|k?| |k?|J0(|bT ||k?|) fa

1

�
x,k2

?
;µ, ⇣

�
. (5)

The structure of the TMD PDFs will be addressed in details in Sec. II C. The transverse momentum of the
active quark and antiquark are denoted as k?A,B . At low transverse momenta, the two variables xA,B take the
values:

xA =
Qp
s
e
y
, xB =

Qp
s
e
�y

. (6)

The summation over a in Eq. (4) runs over the active quarks and antiquarks at the scale Q, and ca(Q2) are
the respective electroweak charges given by

ca(Q
2) = e

2
a � 2eaVaV` �1(Q

2) + (V 2
` +A

2
`) (V

2
a +A

2
a)�2(Q

2) , (7)

with

�1(Q
2) =

1

4 sin2 ✓W cos2 ✓W

Q
2(Q2 �M

2
Z)

(Q2 �M
2
Z)

2 +M
2
Z�

2
Z

, (8)

�2(Q
2) =

1

16 sin4 ✓W cos4 ✓W

Q
4

(Q2 �M
2
Z)

2 +M
2
Z�

2
Z

, (9)

where ea, Va, and Aa are the electric, vector, and axial charges of the flavor a, respectively; V` and A` are the
vector and axial charges of the lepton `; sin ✓W is the weak mixing angle; MZ and �Z are mass and width of
the Z boson.

As discussed in Sec. III and summarized in Tab. II, for DY production the observable provided by the
experimental collaborations is the (normalized) cross section di↵erential with respect to |qT |. For each bin
delimited by the initial (i) and final (f) values of kinematical variables, the experimental values are compared
with the following theoretical quantity:

Oth
DY, 1(|qT |i,f , yi,f , Qi,f ) =

 
|qT |f

|qT |i

d|qT |
ˆ yf

yi

dy

ˆ Qf

Qi

dQ
d�

DY/Z

d|qT | dy dQ
, (10)

where the
�

symbol represents the integral divided by the width of the integration range. Hence, Eq. (10)
corresponds to the cross section in Eq. (3) averaged over the transverse momentum and integrated over rapidity
and invariant mass of the exchanged boson. The normalized cross section is obtained by dividing both sides of
Eq. (10) by the appropriate fiducial cross section, which is computed by employing the DYNNLO code [35, 36].5

3 In the present work, we follow the definition of Ref. [34].
4 Notice that in Ref. [5] the Fourier transform was defined with an extra 1/(2⇡) factor.
5 See https://www.physik.uzh.ch/en/groups/grazzini/research/Tools.html

f̂a
1 (x, b

2
T ;µf , ⇣f ) = [C ⌦ f1](x, µb⇤) e

R µf
µb⇤

dµ
µ

�
�F��K ln

p
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� ✓p
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µb⇤

◆Kresum+gK

f1NP (x, b
2
T ; ⇣f , Q0) ,
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Accuracy HERMES COMPASS
DY 

fixed 
target

DY 
collider

N of 
points χ2/Npoints

Pavia 2017 
arXiv:1703.10157 NLL ✔ ✔ ✔ ✔ 8059 1.55

SV 2019 
arXiv:1912.06532 N3LL- ✔ ✔ ✔ ✔ 1039 1.06

MAP22 
arXiv:2206.07598 N3LL- ✔ ✔ ✔ ✔ 2031 1.06

http://arxiv.org/abs/arXiv:1703.10157
http://www.arxiv.org/abs/1912.06532
https://arxiv.org/abs/2206.07598
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from the presence of components of the quark wave function with angular momentum
L = 1 [67–71]. Similar features occur in models of fragmentation functions [38, 67, 72].

The Gaussian width of the TMD distributions may depend on the parton flavor
a [23, 38, 73]. In the present analysis, however, we assume they are flavor independent.
The justification for this choice is that most of the data we are considering are not suffi-
ciently sensitive to flavor differences, leading to unclear results. We will devote attention
to this issue in further studies.

Finally, we assume that the Gaussian width of the TMD depends on the fractional
longitudinal momentum x according to

g1(x) = N1
(1− x)α xσ

(1− x̂)α x̂σ
, (2.38)

where α, σ, and N1 ≡ g1(x̂) with x̂ = 0.1, are free parameters. Similarly, for fragmentation
functions we have

g3,4(z) = N3,4
(zβ + δ) (1− z)γ

(ẑβ + δ) (1− ẑ)γ
, (2.39)

where β, γ, δ, and N3,4 ≡ g3,4(ẑ) with ẑ = 0.5 are free parameters.
The average transverse momentum squared for the distributions in eq. (2.36) and (2.37)

can be computed analytically:

〈
k2
⊥
〉
(x) =

g1(x) + 2λg21(x)

1 + λg1(x)
,

〈
P 2
⊥
〉
(z) =

g23(z) + 2λF g34(z)

g3(z) + λF g24(z)
. (2.40)

3 Data analysis

The main goals of our work are to extract information about intrinsic transverse momenta,
to study the evolution of TMD parton distributions and fragmentation functions over a large
enough range of energy, and to test their universality among different processes. To achieve
this we included measurements taken from SIDIS, Drell-Yan and Z boson production from
different experimental collaborations at different energy scales. In this section we describe
the data sets considered for each process and the applied kinematic cuts.

Table 1 refers to the data sets for SIDIS off proton target (Hermes experiment) and
presents their kinematic ranges. The same holds for table 2, table 3, table 4 for SIDIS
off deuteron (Hermes and Compass experiments), Drell-Yan events at low energy and
Z boson production respectively. If not specified otherwise, the theoretical formulas are
computed at the average values of the kinematic variables in each bin.

3.1 Semi-inclusive DIS data

The SIDIS data are taken from Hermes [74] and Compass [75] experiments. Both data
sets have already been analyzed in previous works, e.g., refs. [23, 76], however they have
never been fitted together, including also the contributions deriving from TMD evolution.

The application of the TMD formalism to SIDIS depends on the capability of identifying
the current fragmentation region. This task has been recently discussed in ref. [39], where
the authors point out a possible overlap among different fragmentation regions when the

– 10 –

11 parameters for TMD PDF  
+ 1 for NP evolution +9 for FF   

= 21 free parameters

gK(b2T ) = �g22
2
b2T
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Data set Ndat �2
D/Ndat �2

�/Ndat �2
0/Ndat

Tevatron total 71 0.87 0.06 0.93
LHCb total 21 1.15 0.3 1.45
ATLAS total 72 4.56 0.48 5.05
CMS total 78 0.53 0.02 0.55
PHENIX 200 2 2.21 0.88 3.08
STAR 510 7 1.05 0.10 1.15

DY collider total 251 1.86 0.2 2.06

DY fixed-target total 233 0.85 0.4 1.24

HERMES total 344 0.48 0.23 0.71
COMPASS total 1203 0.62 0.3 0.92

SIDIS total 1547 0.59 0.28 0.87

Total 2031 0.77 0.29 1.06
<latexit sha1_base64="WvvuUep1WxtfD0UvddvdOFP90C8=">AAAJpnicnVXdUttGFFYCaWO3tKG9a292Cu3kAowkW9hMZjqhwAzMBOrGJpCxqLuS1vaW1c+s1hSy7CP0AfsefYAerYxjyTbtVIxXe36+c75zdnXwEkZTYZp/PXm6svrsk0+fV6qffb72xZcv1r96l8Zj7pNzP2Yxv/RwShiNyLmggpHLhBMceoxceNcHmf3ihvCUxlFX3CXkKsTDiA6ojwWo+usrf7oeGdJICuyNGeZK3rN7fu/rP1VFyB1loWFziAVGKRHoB7R51pcuD1GAhdrMZNcf0V/t/uFOwQCWqUm6DEgFWO0swZpFg+vO5p5uZJfcYMHjCIlYYKYgQNOCxay1mvpl7urXXr0UQb45PvA+guwMZNUsR3vXtdBwypj97pv9zkwmG5ZGzclTNFrwcmrmHOrgdBbT0s5OPWdn51IZ0z4+Oju5RLZpZtyyX82elJXh6zWzVUJ0uvtvkWNl/k3N3sxL0Rpd2JIOHr5HcGsYDQjPWWbZnLwdrbyynAB0ckkIHWRAb0mwLTAfwpWYBqrndbZyMg0d1W4sPc3jo7enRzPdqjcaH3sLRPJocMLlFv982t7vzAAt28x9d+3picItsJdl7pwcnnSmtC2nkd8eZy/P23q4UsuIu94AdR+SawkIWFMBODdnBHtvKsBB7apCWJdEwfTr67/YgFuiHzS/sSabDWPytPvrzww3iP1xSCLhM5ymPctMxJXEXFCfEVV1xylJsH+Nh6SXBANBbreCG5qkEQ5JugVGvbmSepQo9D1oAjSIOfwigbR2NobEYZrehR54hliM0rItUy6y9cZi0LqSNErGgkR+nmgwZnAGKJtLKKCc+ILdwQb7nAJ75I8wx76A6VV1I/KHH4chhl65bKBgIQOh1ooGPgQDp8ORUEVenOM7VS06U6okVUUdUZKUVAHogpIOyofDjFmQdSJmJauAIaonWZerkskLHwNm7IcYhJI+pZkF1jnLrfe7krd9+VM50YeRkh/6o3IgoWS3XHKSKr1SFkcFm+t5mPesK6k/+exxwxRaSqQTjtWMEl8TL77t6Xu36QJIuskIRyIO5Yal1KaaC7BdiJB5/YvL/0miA5Qq4jgryPXokME/pGjIiM7+ALEB4nJM0yyX3K4nIrtQY0YkfNGZYNmwKvcVUmuzca+J0HFf/Rfwlk6JMhIc/DWJ0qFEKXzKcIQQmEd6IpMQRbm0DWPKBHGnQAFcF2Gup5iGswCTLMIkj+fpLMJ0Hse0F2Haj2PYIgybw6AqzEyrPCHnN+/smlWv2b/YG69/nEzP58a3xnfGS8MymsZr49hoG+eGv/L36jerG6ublZeVs8p55SJ3ffpkgvnaKDyV3/4BotP9AQ==</latexit>

The SIDIS errors should be reduced
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FIG. 5: Same conventions and notation as in previous figure but for charged pions and kaons o↵ proton target.

theoretical results, and are obtained by adding the results for positively charged pions and kaons, h+ ⇠ ⇡
++K

+.
Comments similar to Fig. 6 can be made about the agreement between data and theory.

2. Drell-Yan

DY data represents approximately 25% of the full set of analyzed data. From Tab. IV it is evident that most
of low-energy DY data from fixed-target experiments (E605, E288, E772), but also from PHENIX and STAR,
can be fitted with low �

2 values, much lower than high-energy DY data from collider experiments like, e.g.,
those at the LHC. As already pointed out in Ref. [7], this most likely originates from the fact that low-energy
DY data are a↵ected by larger errors and collinear PDFs at these kinematics have larger uncertainties.

From Tab. IV, we also note that the quality of our fit for the ATLAS datasets is poor. In particular, the
description worsens for the first two low-rapidity bins of both ATLAS 7 TeV and ATLAS 8 TeV datasets,
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2. Drell-Yan

DY data represents approximately 25% of the full set of analyzed data. From Tab. IV it is evident that most
of low-energy DY data from fixed-target experiments (E605, E288, E772), but also from PHENIX and STAR,
can be fitted with low �

2 values, much lower than high-energy DY data from collider experiments like, e.g.,
those at the LHC. As already pointed out in Ref. [7], this most likely originates from the fact that low-energy
DY data are a↵ected by larger errors and collinear PDFs at these kinematics have larger uncertainties.

From Tab. IV, we also note that the quality of our fit for the ATLAS datasets is poor. In particular, the
description worsens for the first two low-rapidity bins of both ATLAS 7 TeV and ATLAS 8 TeV datasets,
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Comments similar to Fig. 6 can be made about the agreement between data and theory.

2. Drell-Yan

DY data represents approximately 25% of the full set of analyzed data. From Tab. IV it is evident that most
of low-energy DY data from fixed-target experiments (E605, E288, E772), but also from PHENIX and STAR,
can be fitted with low �

2 values, much lower than high-energy DY data from collider experiments like, e.g.,
those at the LHC. As already pointed out in Ref. [7], this most likely originates from the fact that low-energy
DY data are a↵ected by larger errors and collinear PDFs at these kinematics have larger uncertainties.

From Tab. IV, we also note that the quality of our fit for the ATLAS datasets is poor. In particular, the
description worsens for the first two low-rapidity bins of both ATLAS 7 TeV and ATLAS 8 TeV datasets,
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FIG. 7: Same conventions and notation as in previous figure but for unidentified positively charged hadrons o↵ deuteron
target.

those at the LHC. As already pointed out in Ref. [7], this most likely originates from the fact that low-energy
DY data are a↵ected by larger errors and collinear PDFs at these kinematics have larger uncertainties.

From Tab. IV, we also note that the quality of our fit for the ATLAS datasets is poor. In particular, the
description worsens for the first two low-rapidity bins of both ATLAS 7 TeV and ATLAS 8 TeV datasets,
the worst case being at |y| < 1 for ATLAS 7 TeV. Several e↵ects might be responsible for this result. Since
the experimental observable is a normalized cross section, systematic errors cancel in the ratio producing
measurements with very small error bars. Fitting these data is very di�cult, also because small theoretical
e↵ects can give significant contributions to the �

2. Moreover, di↵erent implementations of phase-space cuts on
the final-state leptons could lead to modifications in both the shape and the normalization of the theoretical
observable (see, e.g., Ref. [32, 105, 106]). We leave this issue for future studies. At variance with Ref. [22], we
obtain our results without excluding any extra data points on top of the ones exceeding the maximum value of
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FIG. 12: Graphical representation of the correlation matrix for the fitted parameters.
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FIG. 13: The TMD PDF of the up quark in a proton at µ =
p
⇣ = Q = 2 GeV (left panel) and 10 GeV (right panel) as

a function of the partonic transverse momentum |k?| for x = 0.001, 0.01 and 0.1. The uncertainty bands represent the
68% CL.

Fig. 3). Future data from the Electron-Ion Collider (EIC) are expected to play an important role in getting a
better description of the TMD PDFs at low x [107, 108].

In Fig. 14, we show the TMD FF for the up quark fragmenting into a ⇡
+ at µ =

p
⇣ = Q = 2 GeV (left

panel) and 10 GeV (right panel) as a function of the pion transverse momentum |P?| (with respect to the
fragmenting quark axis) for two di↵erent values of z = 0.3 and 0.6. As in the previous figure, the uncertainty
bands correspond to the 68% CL. In both left and right panels, an additional structure clearly emerges at
intermediate P?, especially at z = 0.3, which is induced by the weighted Gaussian in Eq. (39). Further
investigations on this topic are needed, and data from electron-positron annihilations would be valuable to
better explore these features.

We stress that the error bands displayed in Figs. 13-14 reflect the uncertainty on the fitted parameters (see
Eqs. (38)-(39)) that are determined by taking into account the uncertainty on the collinear PDFs and FFs as
discussed in Sec. III C. However, since the fits are performed using the central set of the collinear distributions,
all TMD replicas have the same integral in k? (i.e., their values at bT = 0 are the same). As a consequence,
the plots in Figs. 13-14 only partially account for the error of the collinear distributions.

As usual, the rigidity of the functional form plays a role  
and probably leads to underestimated bands



RESULTING COLLINS-SOPER KERNEL

23

Bermudez Martinez, Vladimirov, arXiv:2206.011054

FIG. 2. Comparison of CS kernels extracted from differ-

ent combinations of the pseudo-data. The top plot shows all

possible (twelve) combinations of pseudo-data with different

kinematics, listed in the table I. The bottom plot show ex-

tractions made with different input collinear PDFs. The solid

lines are the central values. The shaded areas are the statis-

tical uncertainty. The oscillations at b ⇠ 4� 6GeV
�1

are due

to the finite bin size in the qT -space. The gray dashed line in

the lower plot shows the effect of incomplete cancellation of

parton’s momentum if PDFs in the comparing cross-section

are different (here, CT18 vs. CASCADE).

tions of CS kernel is shown in fig.3. The CASCADE
extraction lightly disagrees with the perturbative curve
(b < 1GeV�1), but in agreement with the SV19 [10] and
Pavia17 [7] for 1 < b < 3GeV�1.

The fit of the large-b part by a polynomial gives

D(b, µ) ⇠ [(0.069± 0.031)GeV]⇥ b, (11)

with a negligible quadratic part. We conclude that the
CASCADE suggests a linear asymptotic, which was also
used in the SV19 series of fits [9, 10, 37], and supported
by theoretical estimations [14, 38]

Conclusions. We have presented the method of di-
rect extraction of the CS kernel from the data, using the
proper combination of cross-sections with different kine-
matics. For explicitness, we considered the case of the
Drell-Yan process, but the method can be easily gener-
alized to other processes such as SIDIS, semi-inclusive
annihilation, Z/W-boson production, and their polarized
versions.
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FIG. 3. Comparison of the CS kernels obtained in different

approaches. CASCADE curve is obtained in this work. The

curves SV19, MAP22, Pavia19 and Pavia17 are obtained from

the fits of Drell-Yan and SIDIS data in refs. [39], [10], [11],

and [7], correspondingly. Dots represent the computations of

CS kernel on the lattice, with SVZES, ETMC/PKU, SVZ,

LPC20 and LPC22 corresponding to refs.[16], [40], [17], [41],

and [42].

The method is tested using the pseudo-data gener-
ated by the CASCADE event generator, and the corre-
sponding CS kernel is extracted. Amazingly, all expected
properties of the CS kernel (such as universality) are ob-
served in the CASCADE generator. This non-trivially
supports both the TMD factorization and the PB ap-
proaches and solves an old-stated problem of comparison
between non-perturbative distributions extracted within
these approaches [43, 44].

The procedure can be applied to the real experimental
data without modifications. In this case, the uncertain-
ties of extraction will be dominated by the statistical un-
certainties of measurements since many systematic uncer-
tainties cancel in the ratio. Thus the method is feasible
for modern and future experiments, such JLab [45, 46],
LHC [47], and EIC [48, 49]. They can be applied to al-
ready collected data after a rebinning. Importantly, the
procedure is model-independent and provides access to
the CS kernel based on the first principles.
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OPEN PROBLEM:  
SIDIS NORMALIZATION
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Preliminary
COMPASS multiplicities (one of many bins)

The description considerably worsens at higher orders

 This problem not seen in SV19
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Figure 3. The cross-section at different orders of TMD factorization and for different boson energies.
The legend of the perturbative orders means that NkLO (NkLL) incorporates ak

s -order (ak�1
s -order) of the

coefficient function, ak
s -order of anomalous dimensions with ak+1

s -order of �cusp. The TMD distributions
and the NP part of the evolution are the same for all cases.

energies. In the plot the TMD distributions and the NP part of the evolution are held fixed while
the perturbative orders are changed. The perturbative series converges very well, and the difference
between NNLO and N3LO factorization is of order of percents. This is an additional positive aspect
of the ⇣-prescription, which is due to fact that all perturbative series are evaluated at µ = Q.

2.4.1 Matching of TMD distribution to collinear distributions

The TMD are generic non-perturbative functions that depend on the parton fraction x and the
impact parameter b. A fit of a two-variable function is a hopeless task due to the enormous
parametric freedom. This freedom can be essentially reduced by the matching of a b ! 0 boundary
of a TMD distribution to the corresponding collinear distribution. In the asymptotic limit of small-b
one has

lim
b!0

f1,f h(x, b) =
X

f 0

Z 1

x

dy

y
Cf f 0

✓
x

y
,LµOPE

, as(µOPE)

◆
f1,f 0 h(y, µOPE), (2.76)

lim
b!0

D1,f!h(z, b) =
X

f 0

Z 1

z

dy

y
Cf!f 0

✓
z

y
,LµOPE

, as(µOPE)

◆
d1,f 0!h(y, µOPE)

y2
, (2.77)

where f1(x, µ) and d1(x, µ) are collinear PDF and FF, the label f 0 runs over all active quarks,
anti-quarks and a gluon, and

Lµ = ln

✓
b2µ2

4 exp�2�E

◆
, as(µ) =

g2(µ)

(4⇡)2
, (2.78)

with �E being the Euler constant and g being QCD coupling constant. The extra factor y�2

in eq. (2.77) is present due to the normalization difference of the TMD operator in eq. (2.21)
and the collinear operator, see e.g. [5, 25]. The coefficient functions C and C can be calculated
with operator product expansion methods (for a general review see ref. [58]) and in the case of
unpolarized distributions the coefficient functions are known up to NNLO [23, 25, 26, 29]. The
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We agree that the predictions beyond NLL are significantly smaller, 
but according to SV the lowest orders should overestimate data 

http://arxiv.org/abs/arXiv:1912.06532
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=

dσ
dxdzdQ2 nonmix.

∫ TMD d2PhT

ENHANCEMENT 
PREFACTOR

The prefactor is independent of the fitting parameters  

Higher-order corrections decrease the 
role of the TMD region.  

We need to enhance it with a prefactor.  
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TMD REGION IN SIDIS
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Number of points: 2031
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FIG. 3: The x vs. Q
2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)

Q2 > 1.4 GeV2 (1)

0.2 < z < 0.7 (2)

qT < 0.2Q (DY) (3)

PhT < min
⇥
min [0.2Q, 0.5zQ] + 0.3GeV, zQ

⇤
(SIDIS) (4)
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Figure 12. A�nity to the TMD and collinear regions at Je↵erson Lab kinematics.

certain definition of this region is chosen, our a�nity algorithm can identify and correctly

map it, in exactly the same way as for the TMD and collinear regions.

In Figure 13 we show the TMD-collinear matching region for EIC kinematics, as de-

termined by the a�nity tool. As expected, it correctly covers the range of intermediate

values of qT , and turns out to be relevant at rather large values of Q2 corresponding to

moderate and large values of xBj.

4.4 Target and central regions

According to our estimates, at EIC kinematics only a relatively small number of bins is

expected to be associated with the target and central fragmentation regions. Indeed, only

15 bins for the target region and 457 bins for the central region exceed an a�nity of 5%.

The target and central fragmentation regions for the bins of EIC are shown in Figures 14

and 15.

As discussed in Section 2.1, partons that do not undergo an interaction with the

virtual photon hadronize and move predominantly in the direction of the nucleon. These

target fragmentation hadrons will be found in the region of positive rapidity, close to the

beam. While the experimental measurement of such hadrons is challenging, the study

of target fragmentation is important both phenomenologically and theoretically. These

processes are usually described in terms of fracture functions [14–17], which are conditional

– 20 –

Approximate region 
corresponding to 
MAP22 cuts

|qT | = |PhT | /z ≪ Q

?

https://arxiv.org/abs/2201.12197
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29

FIG. 17: Global �2
/Ndat for di↵erent configurations of the kinematic cut on SIDIS data sets (see text). The blue point

corresponds to the reference cut used in the present baseline fit.

In conclusion, from our analysis it emerges that the validity of the TMD formalism in the kinematic region
covered by COMPASS and HERMES seems to extend well beyond the customary cut |qT |/Q ⌧ 1.

This evidence justifies in a quantitative way our choice for the cut |qT |/Q in Eq. (54) for the baseline fit, and
explains why we obtain values of �2

/Ndat close to one also with less conservative cuts. Moreover, it suggests
that the applicability of TMD factorization in SIDIS might be defined in terms of |PhT | rather than |qT |, calling
for more extensive studies in this direction.
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FIG. 18: Comparison between COMPASS multiplicities and theoretical results for the SIDIS production of unidentified
positively charged hadrons o↵ a deuteron target at 1.3 < Q < 1.73 GeV, 0.02 < x < 0.032 and 0.3 < z < 0.4 as a
function of |PhT |/Q. Upper panel: light-blue rectangles for baseline fit at 68% CL, empty squares for data points not
included in the baseline fit. Lower panel: ratio between experimental data and theoretical results.

V. CONCLUSIONS AND OUTLOOK

In this article, we presented an extraction of unpolarized Transverse-Momentum Dependent Parton Distri-
bution Functions and Fragmentation Functions (TMD PDFs and TMD FFs, respectively), which we refer to as
MAPTMD22.
We analyzed 2031 data points collected by several experiments: 251 data points from Drell–Yan (DY) produc-

tion measured at Tevatron, LHC and RHIC, 233 points from fixed-target DY (see Tab. II) and 1547 data points
from Semi-Inclusive Deep Inelastic Scattering (SIDIS) measured by the HERMES and COMPASS collaborations
(see Tab. III).

MAP22 cut
MAP22 

extrapolation
The MAP22 cut is already considered to be “generous”,  
but the physics seems to be the same for a much wider PT

qT ∼ 1.5 Q !

qT < 0.2 Q
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hermes

Personal opinion: regions where nonperturbative TMD components 
are dominating must be included in the TMD description

With our cuts, we use 
about 45 points per 
channel. 
With the cuts of SV, 

, they 
reduce to 24 
⟨qT⟩ < 0.25⟨Q⟩
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FIG. 3: The x vs. Q
2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)

http://arxiv.org/abs/arXiv:2206.07598
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FIG. 3: The x vs. Q
2 coverage spanned by the experimental data considered in this analysis (see also Tab. II and

Tab. III).

A. Drell-Yan

Our analysis is based on TMD factorization, which is applicable only in the region |qT | ⌧ Q. Therefore, in
agreement with the choices of Refs. [7, 22] we impose the following cut

|qT | < 0.2Q . (53)

Table II summarizes all the DY datasets included in our analysis. For some DY datasets the experimental
observable is given within a fiducial region. This means that kinematic cuts on transverse momentum pT ` and
pseudo–rapidity ⌘` of the single final-state leptons are enforced (values reported in the next–to–last column
of Tab. II). For more details we refer the reader to Ref. [7]. The second column of Tab. II reports, for each
experiment, the number of data points (Ndat) that survive the kinematic cuts. The total number of DY data
points considered in this work is 484. Note that for E605 and E288 at 400 GeV we have excluded the bin in
Q containing the ⌥ resonance (Q ' 9.5 GeV).

As can be seen in Tab. II, the cross sections are released in di↵erent forms: some of them are normalized to the
total (fiducial) cross section while others are not. When necessary, the required total cross section � is computed
using the code DYNNLO [35, 36] with the MMHT14 collinear PDF set, consistently with the perturbative order
of the di↵erential cross section (see also Tab. I). More precisely, the total cross section is computed at NLO for
NNLL accuracy, and NNLO for N3LL� accuracy. The values of the total cross sections at di↵erent orders can
be found in Table 3 of Ref. [7]. For the ATLAS dataset at 13 TeV, the value of the fiducial cross section is
694.3 pb at NLO and 707.3 pb at NNLO.

B. SIDIS

The identification of the TMD region in SIDIS is not a trivial task and may be subject to revision as new
data appears and the theoretical description is improved, as discussed in dedicated studies [38, 94, 95].

First of all, a cut in the virtuality Q of the exchanged photon is necessary to respect the condition Q � ⇤QCD

needed for perturbation theory to be applicable. In this way also mass corrections and higher twist corrections
can be neglected. In this work, we require that Q > 1.4 GeV. Studies of SIDIS in collinear kinematics employ
similar cuts [29, 96].

In order to restrict ourselves to the SIDIS current fragmentation region and interpret the observables in terms
of parton distribution and fragmentation functions, we apply a cut in the kinematic variable z by requiring
0.2 < z < 0.7. The lower limit is the same used in the study of collinear fragmentation functions [29, 96]. We
used a slightly more restrictive upper limit, to avoid contributions from exclusive channels and to focus on a
region where the collinear fragmentation functions have small relative uncertainties.

For what concerns the cut on transverse momentum, our baseline choice is

|PhT | < min
⇥
min[c1 Q, c2 zQ] + c3 GeV, zQ

⇤
, (54)
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CHAPTER 8. DETECTOR REQUIREMENTS 287

x regions become more relevant as well as the fragmentation-related parameters
are getting better constrained at those x.

Figure 8.30: Expected sensitivities to various TMD PDF and FF parameters, as well as the
TMD evolution as shown for the verious collision energy options and for detected final-state
positive pions. The impact has been averaged over final state hadron transverse momentum
and fractional energy for better visibility.

Requirements for the detector Three s separation of pions from kaons is needed
over a large area of the central detector. Due to the hadron energy ranges at the
various collision energies 7 GeV/c is sufficiently high in the �3.5 < h < �1 region,
8 to 10 GeV/c would be preferable in the central region (�1 < h < 1) and up to 50
GeV/c is needed in the more forward regions (1 < h < 3.5).

8.2.3 Using the hadronic final state to reconstruct SIDIS variables

The JB method discussed in Sec. 8.1 can also be used to reconstruct x and Q2 in
SIDIS. When considering neutral current events with a reconstructed electron, one
can also use methods that use information from both, the scattered electron and the
hadronic final state to increase the precision of the reconstructed kinematic vari-
ables. Two of those methods are the so-called ”mixed” method and the double-
angle method [30]. In the mixed method, the exchanged 4-momentum q is calcu-
lated from the electron, and the energy transfer y is calculated from the hadronic
final state, whereas the double angle method uses only information about the an-
gles of the scattered lepton and hadronic final state. This method is therefore less

EIC Yellow Report, arXiv:2103.05419

http://arxiv.org/abs/arXiv:2103.05419
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Figure 7.51: Comparison of relative uncertainty bands (i.e. uncertainties normalized by
central value) for the CS-kernel at µ = 2 GeV.

which can efficiently decorrelate the effects of soft-gluon evolution and internal
transverse motion. Importantly, the current estimate is based on one-parameter
models (which likely explains the node-like structures seen in the figures), which
are sufficient to describe the current data. Given the precision of the EIC measure-
ments, one can expect to obtain a fine structure of the CS-kernel, which will help
to explore properties of the QCD vacuum [488]. The unpolarized TMDs will also
be significantly constrained through EIC data. The largest impact will be in the
regions that are not covered by present data, i.e., for low x and low z, where the
size of the uncertainty bands can be reduced by a factor ⇠ 4. In other regions, the
reduction of uncertainties is smaller, typically by a factor ⇠ 2. The EIC measure-

Figure 7.52: Comparison of relative uncertainty bands (i.e. uncertainties normalized by
central value) for up-quark unpolarized TMD PDFs (upper panel) and u ! p+ pion TMD
FFs (lower panel), at different values of x and z as a function of kT , for µ = 2 GeV. Lighter
band is the SV19 extraction, darker is SV19 with EIC pseudodata.

MAP22

EIC Yellow Report, arXiv:2103.05419

Big impact of EIC on TMD evolution

http://arxiv.org/abs/arXiv:2103.05419


CONCLUSIONS

➤ The formalism works well, but some problems need still to 
be understood 

➤ Low-Q data are dominated by nonperturbative physics and 
are invaluable to understand QCD.  

➤ Certain effects (certain structure functions, certain details 
of TMDs…) may be uniquely accessible at JLab 20+ 

➤ Impact studies should be performed to understand the 
potential of JLab 20+. For unpolarized TMDs, it is feasible. 
We need to know the foreseen binning and estimated 
relative errors.
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SOLUTION 1: RESTRICT TMD REGION
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SOLUTION 2: ENHANCE TMD CONTRIBUTIONS
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TMD REGIONS: PERTURBATIVE VS. NONPERTURBATIVE
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Perturbative approach:  
TMD region = where the log 
divergence of the fixed-order 
calculation dominates 
(resummation is required)

Nonperturbative approach: 
TMD region = where either 
the log divergence OR the 
nonperturbative 
contributions dominate
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TMD REGIONS: PERTURBATIVE VS. NONPERTURBATIVE
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