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Software initiatives and projects for the EIC
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Frontier accelerator facility in the U.S.

Jefferson Lab Scientific Computing Review

World'’s first collider of:
* Polarized electrons and polarized protons,
* Polarized electrons and light ions (d, 3He),
* Electrons and heavy ions (up to Uranium).

The EIC will enable us to embark on a precision study of the nucleon
and the nucleus at the scale of sea quarks and gluons, over all of the
kinematic range that are relevant.

Jefferson Lab and BNL will be host laboratories for the EIC
Experimental Program. Leadership roles in the EIC project are shared.

For Software & Computing at the EIC, Jefferson Lab will bring
expertise from the 12 GeV CEBAF science program, leadership, and a
vision.
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Support of the EIC Initiatives in 2020-2021

SCIENCE REQUIREMENTS
AND DETECTOR
CONCEPTS FOR THE

7 ELECTRON-ION COLLIDER
?(((6 )))J EIC Yellow Report

902 pages,
415 authors, 151 institutions

Call for Collaboration Proposals
for Detectors at th‘e Electron lon Collider

Jefferson Lab Scientific Computing Review

The EIC Yellow Report describes the physics case, the
resulting detector requirements, and the evolving detector
concepts for the experimental program at the EIC.

The studies leading to the EIC Yellow Report were
commissioned and organized by the EIC User Group with
strong involvement from Jefferson Lab.

Jefferson Lab provided software & computing resources for
the studies, mainly fast simulations and Geant4 simulations
of detector components.

Jefferson Lab and BNL issued a Call for Collaboration
Proposals for Detectors, with three proposals being
submitted on December 1.

A scientific-technical committee of renowned and
independent subject matter experts will advise Jefferson Lab
and BNL on how to realize an optimal set of experimental
equipment at the EIC.

Jefferson Lab supported computational needs related to the
proposals, full simulations of the large-scale detector
systems being proposed for the EIC.
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https://arxiv.org/abs/2103.05419
https://www.bnl.gov/eic/CFC.php

Federated Approach and Data Management
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Hall C Collaboration Meeting, February 17, 2022.

Federated approach

* Both Jefferson Lab and Brookhaven are host laboratories of
the EIC.
* The cooperation on Scientific Computing between the labs
is managed by weekly meetings at the division/facility level.
* Developments towards integrated research infrastructure:
* Containerization and cvmfs share allowed to run
software on various sites.
* Progress towards federated ID for access to shared
computing resources.

Data management

* We are building up XRootD as high performance data
system for the EIC and our experimental program:
* XRootD development is driven by the physics
community. This will allow us to work with the
developers in case of issues or feature requests.

* We have been advised to
* “systematically explore available Scientific Data
Management Systems”, e.g., Rucio,
 develop “o data strategy at JLab across experiments
and theory’, including a data and analysis
preservation strategy for our experimental program.
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Our Vision for Software & Computing at the EIC

“The purpose of computing is insight, not numbers.” Richard Hamming (1962)

Software & computing are an integral part of our research:

. \ N> { \
= A Survey

Q1 What fraction of your time do you spend on the software and
computing aspects of your research, such as programming, analysis jobs,
etc.?

Survey among NP Ph.D. students and postdocs in
preparation of “Future Trends in NP Computing”

* Goal We work with our large Users Organization (over 1600 scientists from over 275 institutions) on data-intensive
challenges and Al/ML and would like to ensure that also for the EIC scientists of all levels worldwide can participate
in EIC analysis actively.

* User-Centered Design: To achieve this goal, we must develop simulation and analysis software using modern and
advanced technologies while hiding that complexity and engage the wider community in the development.

Rapid turnaround of data for the physics analysis and to start the work on publications:
* Goal: Analysis-ready data from the DAQ system.

 Compute-detector integration with Al at the DAQ and analysis level.

Hall C Collaboration Meeting, February 17, 2022. 5 Jeff.e'r:son Lab



User-Centered Design: Listen to Users, and/then Develop Software

e State of Software Survey: Collected information on software tools and practices during the Yellow Report Initiative.

* As part of the State of Software Survey, we asked for volunteers for focus-group discussions:
e Students (2f, 2m), Junior Postdocs (2f, 3m), Senior Postdocs (2f, 3m), Professors (5m), Staff Scientists (2f, 3m), Industry (2f, 2m)

e Results from the six focus-group discussions:
» Extremely valuable feedback, documented many suggestions and ideas.
* Developed user archetypes with Communication Office at Jefferson Lab and UX Design Consultant:

Q<\/\oi DREW - Software as Part of My Research

#Independent, #Invested, #StatusQuo, #LateAdopter
User Archetypes: Input to software developers
“You cannot participate in research in our field without spending a significant amount of time . ey e
on software. ?’hat‘s?ust how it is. | feel comfortable usin;the so?‘twarz and modifying it f;r as tO Wh | Ch users th ey are ertl ng SOftwa re fO r:
my needs. | sometimes share my modifications but software development is not my priority.” . .
« Software is not my strong suit.
CHARACTERISTICS
@‘ :ndepenﬁem as ‘ @‘\;ve}st{eo in stat;; qpoh\’\./obn i @‘{Lete a?ototer] will d"‘wa'wgiwe o Softwa re as a necessa ry tool'
ong as things work. ush 1or new a roaches bu rom status quo only when
rather for maintaining old ones. others already have. ° Softwa re as pa rt of my resea rch.
ATTRIBUTE METRICS - All sliders are ranging from low to high. . . . »
G G » GEn B * SOftware IS a SOCIal aCtIVIty'
SOFTWARE EXPERIENCE SOFTWARE EXPERTISE EMOTIONAL INVESTMENT ° Softwa re e m pe ro rs .
Gl =D aEm 4 GElN B

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

* We are repeating State of Software Survey now after detector collaboration proposals:
* The regular software census will be essential to better understand and quantify software usage throughout the EIC

community. During the next survey, we will also ask on feedback on the user archetypes.

6 J’e/fffegon Lab
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https://github.com/eic/documents/blob/master/reports/general/SWG-Survey-202102.pdf

Machine-Detector Interface Developed as part of the Jefferson Lab EIC
Integrated interaction region and detector design to optimize physics reach

The aim is to get ~“100% acceptance for all final state
particles, and measure them with good resolution. J)

| Scattered DIS electron \

lon \ \ Eleciron

Beamline \ \ Beamline

N o

\>\ ® € '

. AN 0 2| particles |
A \\ : associated with . ! ;

. . initial ion // 3)

3)| Particles
\,\ associated with
struck quark

. Possible to get ~100% acceptance for the whole event:
Experimental challe.ng.es: « Beam crossing angle creates room for forward dipoles.
* Beam element§ limit forwa.rd dcceptance. * Dipoles analyze the forward particles and create space
* Central Solenoid not effective for forward. for detectors in the forward ion and electron direction.
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Accelerator and Beam Conditions Critical for EIC Simulations
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e Accelerator and beam effects that influence EIC measurements

* Beam crossing angle,

* Crabbing rotation,

* Beam energy spread,

* Angular beam divergence,
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* Profound consequences on measurement capabilities of the EIC and
layout of the detectors,

* How to integrate these effects in EIC simulations.

e Authors J. Adam, E.-C.Aschenauer, M. Diefenthaler, Y. Furletova, J. Huang,
A. Jentsch, B. Page.

Beyond that Include beam background estimates in simulations.

LO

MCA4EIC, MC event simulation for the EIC

Eta


https://eic.github.io/resources/simulations.html

Extend our Vision beyond Machine-Detector Interface

Integration of DAQ, analysis and theory to optimize physics reach

Front End
data
Front End

data

Analysis

Data Processor i

Front E
Front-End o SN

Integration of DAQ, analysis and theory

e Research model with seamless data processing from DAQ to data analysis:
* Not about building the best detector,
* But the best detector that fully supports streaming readout and fast algorithms for alignment,
calibration, and reconstruction in near real time.
* For rapid turnaround of data for the physics analysis and to start the work on publications.

Hall C Collaboration Meeting, February 17, 2022. 9 Jefferson Lab



Streaming Readout for the EIC

Advantages of Streaming Readout

» Simplification of readout: No custom trigger hardware and firmware.

* Trigger-less readout idea for the general-purpose detectors of the EIC.

e Opportunity to streamline workflows: Merging of online and offline computing with combined software stack.

* Take advantage of other emerging technologies:
* Al: Intelligent decisions in all aspects of data processing from detector readout and control to analysis.
* Heterogenous computing.

Development of Streaming Readout at Jefferson Lab

e EIC community fully determined to use streaming readout.

* Halls B and D have demonstrated the first operational test streaming readout DAQ system in on-beam tests
(arXiv:2202.03085).

» Efforts and plans of some of the halls/experiments to evolve towards streaming readout and/or higher-level
triggers will contribute towards EIC.

 |INDRA-ASTRA project develops prototype for a fully automated, responsive detector system.

Hall C Collaboration Meeting, February 17, 2022. 10 Jefferson Lab


https://arxiv.org/abs/2202.03085

- Using Examples From Cristiano Fanelli’s Presentation
AI/ML for Streamlng Readout at the EIC Criticgal Pathpfor Compute-Detector Model for the EIC

Automated Monitoring (arXiv:2105.07948) Automated Alignment and Calibrations

T. Britton, D

Online Monitoring Tasks: Hydra | sorsso s Autonomous Control and Experimentatio

Take off-the-shelf ML technologies and deploy in near real-time monitoring tasks for GlueX in Hall D.

INDRAASTRA

1. Identify different data-taking periods Use ML for a) online
It was the online monitoring coordinator’s job to sift through hundreds of images produced in the previous 24 hours, looking Approach: change detection and b) online data-quality monitoring

for missed anomalies. This “human-in-the-loop” method was prone to errors. 2. Calibrate different data-taking periods to a baseline

Hydra was created to tackle these challenges. Hydra is an Al system that leverages Google’s Inception v3 for image

classification. Learning how Developed Multi Scale Method:

constant the data is - Represent data in multiscale basis: Increase of base coefficients —
Jpdated:  14.27 second(s) ago : within online Change.

. = - - adjustable - Transform to coefficient space: Outliers in the distribution — Change.
. It uses for training the collection of thresholds - Detect Changes — Detect outliers using IQR

- monitoring plots that GlueX had previously
il e

Awebpage was created to label the
collected images and the entire system is
driven by a database.

Automatically identify changes in the
underlying probability distribution Re-calibrate in case of changes Monitor pedestals and study cosmics

Hydra s able to spot problems missed by
humans and has been shown to perform
better than humans at diagnosing problers,

e Large network, ~70% of processing time spent on inference. Techniques are being tested to make Hydra models
interpretable (e.g., Layerwise Relevance Propagation). Plans to deploy Hydra in other experimental halls.

D 20000 4000 6000 80300 100000 12000 0 20000 40000 50000 80000 100000 12000 00 @250 4300 4350 M0 M50 4500 4550 4600

Al-based Tracking | S Deeply Learning Deep Inelastic Scattering |

M. Diefenthaler, et al

Different Network types were evaluated for accuracy and Autoencoders

speed. MLP is chosen to be the best fit, due to are typically T U(k) v (k) .
implementaton simplcy, accuracy an infrence spoe usefor . < \/ Use of DNN to reconstruct the kinematic
de-noising, but | SN 5 ESNy 3 observables Q2 and x in the study of neutral
‘[',‘,"';; can be used for ~ ~ Z/y* IWE(G)

py 4 ~ current DIS events at the ZEUS experiment at
6 | 100% 6.14% 100%  100% | 036 ing glitches | [peig ! T 4 P HERA.
: h(P) ——fp———— Hadron
6 99.96% 10.77% 98.88% 99.65% 0.12 y = remnant
36x112 |96.11% | 28.11% | 04.26% | 94.26% | 1.2 s i - The performan.ce 9f DNN-based reconstruction
% |88.40% 11.00% A~ Training Accurac - . 2| @ Simulated events of DIS kinematics is compared to the
- . - - - oA+ Posit performance of the electron method, the
— Jacquet-Blondel method, and the double-angle
Al track classification and segment recovery network was implemented as a CLARA methods using data-sets independent from
service. Tracking code was modified to separate clustering from track finding those used for the training

Features TP P PA T

Compared to the classical reconstruction
methods, the DNN-based approach enables
significant improvements in the resolution of
and x

Tracking Effciency

The implementation of Al assisted tracking into the CLAS12 reconstruction workflow and

provided a 6 times code speedup.

Implemented neural network was able to reliably reconstruct missing segment positions with 06

accuracy of =0.35 wires, and lead to recovery of missing tracks with accuracy of >99.8%. 010 20 30 40 50 60 70

Beam Current (nA)

DIS measurements at upcoming EIC

Hall C Collaboration Meeting, February 17, 2022. Lab



https://arxiv.org/abs/2105.07948
https://arxiv.org/abs/2009.05144
https://arxiv.org/abs/2008.12860
https://arxiv.org/abs/2108.11638

Al/ML for the EIC

Detector Design Optimization
Al-assisted optimization during ECCE proposal
* Alotofmeres in Alassisted design or the EIC detecor: ECCE : Al/ML will be an integral part of the EIC software using our
il pelpe g = == expertise and experience from Al/ML applications from the 12
’ " . GeV CEBAF science program. We are incorporating Al/ML from
the very beginning into the EIC, e.g., for detector design, and will
systematically leverage on it during all phases of the project.

Building Data Science Business Model at Jlab

Interdisciplinary Approach: Data Science Department

works with Accelerator Division, Experimental Physics

Division, and the Theory Center

» Scientific, systematic approach to applying Al/ML
approaches to EIC.

e Specific activation functions, network design for EIC
applications.

* Need to trust Al/ML: Drive for uncertainty quantification.

Jefferdon Lab

2
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Software Developments

smosmiloen & yefierdon Lab Software is in very early life stage

*  QOur focus on common software tools.

*  We work with HEP standards, e.g., HepMC3 for MC event simulation,
w * and engage with the wider community.

NUCLEAR PHYSICS Community engagement

CUM PUTI NG * General-purpose MC event generators: Herwig, Pythia, Sherpa
*  We lead community project on MC event simulation for ep and eA,

SEPT.29-0CT.1, 2020

The workshop focuses on the Nuclear Physics Software &

current focus on validation with HERA data.
ngﬁlg:;?i:;?:::%nvgiventvllﬁed?:z,:s’mv:fswu:g:: ° Gea nt4 co" aboration

strengthen common efforts and chart a path for Software
& Computing in Nuclear Physics for the next ten years.

- * Geant4 Technical Forum on NP experiments at Jefferson Lab in 2019

« Common Scientific Software

e Sowere Craemges o ciocs oy * HEP Software Foundation
* Started to collaborate on Software & Computing Round Table and
software tutorials. Discussion of NP Software Forum as part of HSF.
* Software Working Group within the EIC User Group.
*  We co-chair the SWG and work with the community to address

A
S~

e

e

software needs and evolving R&D.

Hall C Collaboration Meeting, February 17, 2022. 13 Jefferson Lab



Event Generators for the EIC

Monte Carlo Simulation of

» electron-proton (ep) collisions,

» electron-ion (eA) collisions, both light and heavy ions,
Experimentation * including higher order QED and QCD effects,

Modeling & _ _ .
Simulation  including a plethora of spin-dependent effects.

Scientific

Understanding

Common challenges, e.g. with HL-LHC: High-precision QCD
measurements require high-precision simulations.

Unique challenges MCEGs for electron-ion collisions and
spin-dependent measurements, including novel QCD
phenomena (e.g., GPDs or TMDs).

MCA4EIC, MC event simulation for the EIC 14 .ggf_ggon Lab



State of Software Survey in 2022

Q2 Over the past year, which event generation tool(s) did you use for EIC The EICUG SWG collected information on the
simulations? Check all that apply. community’s specific software tools

and practices during the call for detector

o - collaboration proposals.

above

Answered: 59  Skipped: 0

Geant4
(particle gun)

BeAGLE

ePIC

eSTARLight

Herwig

LAger

Pythia8

Pythia6

Sartre

If you used
any other ev...

Other DEMPGen, Djangoh, elSpectro, TopHEG

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Hall C Collaboration Meeting, February 17, 2022. 15 .ge/ff.e-r:son Lab



Support Detector Design

e Accelerate Simulations
* Detector design optimization using Al/ML as a service.
* Al/ML for the simulation of calorimeters, Cherenkov detectors, etc.
e Fast simulations fully integrated into Geant4.
* Reconstruction

* Al/ML to accelerate reconstruction.
* Reconstruction with far-forward detectors fully integrated (ATHENA example for IP6).

Zero-Degree Calorimeter

BO Silicon Tracker and Preshower ) \

g > (fwd)

Off-Momentum Detectors

Hall C Collaboration Meeting, February 17, 2022. 16 Jefferso

n Lab



Our R&D Towards Next-Generation Detector Simulations: ((e &!ST

* Turn-key application
* Built on top of Geant4 for full and fast simulations
* With library of potential detector options

Detector
Simulation

Requirements ll Ease of leveraging new and rapidly evolving technologies:

e AIl/ML to accelerate simulations
* Heterogeneous architectures:
* Al/ML is the best near term prospect for using LCF/Exascale effectively.
* Ability to reuse existing simulation work
* Ease of switching detector options
* Ease of switching between detailed and coarse detector descriptions

Project * Support for high concurrency heterogeneous architectures and fast simulations integrated
with full detector simulations allows to leverage Al/ML in Geant4.

* Makoto Asai, who led Geant4’s multi-threaded reengineering to support high concurrency
heterogeneous architectures, is now at Jefferson Lab and leading the next phase in
concurrent Geant4, sub-event parallelism.

* We are building up team at Jefferson Lab on next-generation detector simulations with
strong support from wider EIC community, in particular from BNL.

Hall C Collaboration Meeting, February 17, 2022. 17 J)gf_f.;gon Lab



eAST: Reusing existing simulation works

L

\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ Yellow volume is a

. beampipe imported from a

CAD system (inside the pipe

is filled by vacuum).

.

Red volumes are EM
calorimeter support
structure imported from
another CAD system.

White volumes are hadron
calorimeters imported from
DDA4HEP.

i
i

\
N
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How to get started: https://mybinder.org/v2/gh/eic/python-analysis-bootcamp/main

Examples for DIS
for a collider

File access via:
e XRootD
e uproot

: File Edit View Run Kernel Tabs Settings Help

-/

Name - Last Modified

IP
M Accessing Truth Information.ipynb 5 months ago

- M| Determining x and Q"2 from the ... 5 months ago
Y: environment.yml

*‘ ® [®| Getting Started.ipynb
M README.md

5 months ago
3 minutes ago

5 months ago

Simple 0 2 {8 Python 3 | Disconnected

Hall C Collaboration Meeting, February 17, 2022.

[ Launcher

K O [ » m C » XDownload & & O GitHub & Binder Code v

+

X [W Getting Started.ipynb X [l Comparing measured and t X

plt.hist(Q2_ratio_meas_to_true, range=[0.9, 1.1], bins = 20)
plt.yscale('log')

plt.xlabel('meas $Q"2$% / true $Q"2%')

plt.ylabel( 'Number of events')

plt.show()

10°

Number of events

10t

0900 0925 0950 0975 1000 1025 1050 1075 1100
meas Q7] true Q%

Q2_bins = np.linspace(750,4e3,20)

plt.hist2d(Q2_true_largest, Q2_meas_largest, bins = [Q2_bins, Q2_bins])
plt.xlabel('true $Q"2% [Gev~2]')

plt.ylabel('meas $Q~2$ [Gev~2]')

plt.show()

meas Q7 [GeV~2]

000 1500 2000 2500 3000 3500 4000
true Q7 [GeV~2]

Now we have to get the x values to use the corresponding values.

x_true_largestQ2 = np.array(ak.to_numpy(x_true[Q2_true==ak.max(Q2_true[select],1)]))
x_meas_largestQ2 = np.array(ak.to_numpy(x [Q2==ak.max(Q2 [pid==11],1)]))
x_ratio_meas_to_true = x_meas_largestQ2 / x_true_largestQ2

We can now plot both a histoaram of the ratio and another scatter plot,

Mode: Edit

@ Ln1,Col1

Python 3 ©

Comparing measured and true x

e 2

Jefferso

and Q"2.ipynb

n Lab


https://mybinder.org/v2/gh/eic/python-analysis-bootcamp/main

How to get involved

* You would like to develop the science program for the EIC:

* The main process at the EIC is: DIS. Get familiar with DIS measurements at a collider with multi-purpose
detectors with full acceptance.

e Start with our binder tutorials and prototype the analysis of your interest. You have open access to data from
full detector simulations.

You would like to develop detectors for the EIC:
* Integrate your detector component into the detector concepts that are available in eAST.

You have developed a MCEG and would like to use it for the EIC:
 Add HepMC3 output to your MCEG and you can use it with all the detector simulation tools.
e Do not worry about the integration of beam effects. The detector simulation tools handle that.
* To get involved in MCEG R&D for the EIC: Engage with MC4EIC.

You would like to develop reconstruction algorithms for the EIC:
* Stay tuned. We are currently discussing the tool kit for the whole community.

You are interested in Al/ML for the EIC:
* Reach out to our Data Science Department (talk by Malachi Schram on Friday) or AI4EIC .

You would like to get involved in Software R&D:
* Join the EIC Software discussions in the EICUG: http://www.eicug.org/web/content/eic-software

Hall C Collaboration Meeting, February 17, 2022. 20 J)e/ff.evr:son Lab


https://mybinder.org/v2/gh/eic/python-analysis-bootcamp/main
https://eic.github.io/east/
https://indico.bnl.gov/event/13298/
https://eic.ai/
http://www.eicug.org/web/content/eic-software

Software & Computing Round Table

* Seminar series on the interplay of computing and science

* With O(50) participants per month

BROOKAAUEN Jefferson Lab

NATIONAL LABORATORY

* I|nitiated at Jefferson Lab after the first “Future Trends in NP Computing”

SO FTWAR E workshop in 2016 with two main goals:
& COMPUTING * Knowledge transfer

» Encourage common projects

e Since 2020 jointly organized with BNL and the HSF with software &
computing topics from the wider NP and HEP community.

> Exploring the future of 02/08 Programming Languages

Software & Computing in * Recordings available on YouTube:

HEP. NP. and beyond. 03/01 Data Management Il

Software and Computing Round Table
HEP Software Foundation - 10/ 10

y 04/05 E i ts Starting U
Encouraging knowledge SN S SEUDE) S

| transfer and promoting 05/03
common projects in the
il scientific community. 06/07 Analysis IV: Analysis at Scale

&E‘,&Q’.‘hﬁ’m‘ﬁ!‘k\- Jefferson Lab

SOFTWARE & COMPUTING
Loty

Frameworks I
Software and Computing

== Round Table - Data on the...
HEP Software Foundation
Software and Computing
Emphasizing the interplay ~ 07/12  Analysis V: Techniques ::::::z;:f;:::kmcls
of Software & Computing

and science.

Software and Computing
2021 in Review ® December 7, 11:00 a.m. (EST) / 5:00 p.m. (CET) Round Table - User-Centered...
HEP Software Foundation
Software and Computing
Round Table - Analysis II:...
HEP Software Foundation

Software & Computing Round
Table - Streaming Readout
HEP Software Foundation
Software & Computing Round
Table - Detector Simulations
HEP Software Foundation

5% 2

IS Graham Heyes Benedikt Hegner
~__wwwwi.jlab.org/roundtable

JLab HSF
Highlights of JLab HSF Highlights in 2021
Sci uting

Software & Computing Round
Table - 2021 in Review
HEP Software Foundation
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https://www.youtube.com/watch?v=VU6fHNx2yH0&list=PLKZ9c4ONm-VnIgFOmJgiNVOi8Vwojjr39&index=10

Markus Diefenthaler

Scientific Computing for the EIC

mdiefent@)jlab.org

* The EIC will enable us to embark on a precision study of
the nucleon and the nucleus at the scale of sea quarks
and gluons. Software & Computing will be an integral
part of EIC science.

* We focus on a federated approach for distributed

computing and common software projects with the
NHEP community.

* Insynergy with the computing for the 12 GeV CEBAF
science program, we are working to accelerate science:

* Al/ML and heterogenous computing for next-
generation simulations.

e Seamless data processing from DAQ to analysis using | ' g‘; ¥
streaming readout and Al/ML.

JefferSon Lab ENERGY oo &SA



