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Streaming Readout I – X

Workshop series on streaming readout R&D for the EIC and other NP experiments

Organized by EIC Streaming Readout Consortium (PIs: Marco Battaglieri (INFN Genoa), Jan Bernauer (SBU)) 
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Streaming Readout X

• Following up on: 
• Review of the detector collaboration proposals for the EIC (ATHENA, CORE, ECCE). 
• Ongoing collaboration formation to support the realization of the EIC project detector.

• Focus: 
• Review the progress on streaming readout electronics, computing, and software.
• Discuss the future priorities for the EIC Streaming Readout Consortium. 
• Mini town hall meeting on streaming readout technologies of the NP community. 
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Streaming Readout X (Jefferson Lab)May 17–19, 2022

74 participants

Hybrid workshop, hosted by Jefferson Lab

https://indico.jlab.org/event/519/


Overall Product
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Integration of DAQ, analysis and theory to optimize physics reach

Compute-Detector Integration 
• Research model with seamless data processing from DAQ to data analysis: 

• Not about building the best detector, 
• But the best detector that fully supports streaming readout and fast ML for alignment, calibration, and 

reconstruction in near real time. 
• For rapid turnaround of data for the physics analysis and to start the work on publications. 

Front-End Front End 
data

Front-End Front End 
data

Front-End Front End 
data

Data Processor Analysis 
data Theory



Advantages of Streaming Readout  
• Simplification of readout: No custom trigger hardware and firmware.  
• Trigger-less readout ideal for the general-purpose detectors of the EIC. 
• Opportunity to streamline workflows: Merging of online and offline computing with combined software stack.  
• Take advantage of other emerging technologies: 

• AI: Intelligent decisions in all aspects of data processing from detector readout and control to analysis.
• Heterogenous computing. 

Compute-Detector Integration for the EIC 
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Definition of Streaming Readout
• Data is digitized at a fixed rate with thresholds and zero suppression applied locally. 
• Data is read out in continuous parallel streams that are encoded with information about when and where the 

data was taken. 
• Event building, filtering, monitoring, and other processing is deferred until the data is at rest in tiered storage. 



Streaming Readout in “EIC Software: Statement of Principles” 
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EIC Software: Statement of Principles
• Guiding principles to frame the discussion about requirements for EIC Software and resulting approaches and 

solutions. 

2) We will have an unprecedented compute-detector integration: 
• We will have a common software stack for online and offline software, including the processing of streamed 

data and its time-ordered structure. 
• We aim for autonomous alignment and calibration. 
• We aim for a rapid, near-real-time turnaround of the raw data to online and offline productions. 

3) We will leverage heterogeneous computing: 
• We will enable distributed workflows on the computing resources of the worldwide EIC community, leveraging 

not only HTC but also HPC systems. 
• EIC software should be able to run on as many systems as possible, while supporting specific system 

characteristics, e.g., accelerators such as GPUs, where beneficial. 
• We will have a modular software design with structures robust against changes in the computing environment 

so that changes in underlying code can be handled without an entire overhaul of the structure. 

https://docs.google.com/document/d/1iwMUoKm9MLhOiQP4dxxF2D86iUI9YjECQCRAYKB95ck/edit?usp=sharing


Streaming Readout X: Program
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Streaming Readout X: Program
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Streaming Readout Status
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Covered by Marco in his talk before me. 

Covered by Jeff in his talk after me.



Summary – EIC in the Streaming/AI Era
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• Community efforts towards streaming at the EIC started in earnest in ~2018
o Now, a mere four years later, streaming readout is the default for the envisioned EIC detector
o The advances in microelectronics and commercial data handling hardware are our friends J

o Many efforts are ongoing withing the EIC community
o And we are only busy ~4 years with a decade to go before EIC detector operations start

• Community efforts towards AI at the EIC started in earnest in ~2020
o The AI4NP workshop and white paper, AI4NP winter school (369 registered participants), AI4EIC workshop series 

(1st workshop with 243 registered participants) all were a huge success

o AI is our friend and a perfect fit for the nuclear science we do
o AI is being integrated in all aspects of the EIC detector (design, calibration, simulation, reconstruction, analysis)
o Here also amazing momentum has been gathered

• To take full benefit of streaming and AI implies use of heterogeneous computing
o AI requires to integrate the power of GPUs in our workflow

o Our colleagues in Lattice QCD have illustrated the power of combining CPUs, GPUs and modern software
o The increase in network bandwidth is our friend J - just imagine 1.6 Tbps by then…
o Similar, the developments in statistical methods and data science are our friends J

Slide by Rolf Ent



Summary – EIC in the Streaming/AI Era
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Combining Streaming, AI, heterogeneous computing and modern software in 
our physics detector, data handling and analysis (from calibration to high-level 
physics analysis) is a no-brainer.

We “just” have to make it work.

Heterogenous architectures, AI/ML, and the other technologies are rapidly evolving… 
On the timescale of EIC data taking the landscape is likely to be completely different. 
We must ensure an agile framework that can evolve rapidly over time!

Slide by Rolf Ent

From the workshop discussion: “Making it work” requires that 
we understand the requirements and biases of this approach.  



Streaming Readout X: Program
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Streaming DAQ
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Jeff will give a summary what is planned for EIC



Streaming Readout X: Program
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Streaming Readout Data
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Using 0MQ to implement Communication Middleware (Wojciech Sliwinski, CERN)

Software & Computing Round Table, June 7, 2022. 16

Overview slide 
from Marco



PODIO (Benedikt Hegner, CERN)
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Overview slide 
from Marco



ALICE Software Framework for Run 3 (Giulio Eulisse, CERN)
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Overview slide 
from Marco



Data Handling in Allen at LHCb (Tom Boettcher)

Software & Computing Round Table, June 7, 2022. 19

Overview slide 
from Marco



Streaming Readout X: Program
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Streaming Readout Electronics
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ASIC and Microelectronics: Requirements and Design Process Considerations 
(Gabriella Carini, BNL)
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Overview slide 
from Marco



Global Timing Specifications and Fast Control System for EIC Detector
(Jin Huang, BNL)
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Overview slide 
from Marco



Insights on Frontend Organization and Specifications 
(Irakli Mandjavidze, CEA Saclay)
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Overview slide 
from Marco



Front End Electronics: Insights on Cost and Schedule 
(Fernando Barbossa, Jefferson Lab)
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Overview slide 
from Marco



Streaming Readout X: Program
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Streaming Readout in NHEP
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4D Track Reconstruction at sPHENIX (Joe Osborn, ORNL and BNL)

Software & Computing Round Table, June 7, 2022. 28

Track Reconstruction Workflow

• 4D tracking strategy: reconstruct seeds in each detector individually

• Combine information at end of seeding

• TPC seed contains most of the track defining curvature

• Silicon seed contains precise vertex + timing information

• TPOT measurement (if available) adds TPC calibration information

Joe Osborn 5

Streaming Readout

• Streaming readout DAQ will increase hard-to-trigger p + p data

sample (e.g. HF decays) by orders of magnitude

• Di↵erent detector integration times with varying tracklet precision

leads to required complex track reconstruction workflow

Joe Osborn 11

Requirement: reconstruct tracks produced up to 
7μs after the trigger 



Environment for Real-time Streaming, Acquisition and Processing
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• ERSAP is a software LEGO system
҆ Encourages application design based on software artifacts 

(LEGO bricks)
• Easier to understand and develop 
• Reduced develop-deploy-debug cycle 
• Easy to migrate to data
• Scales independently
• Independent optimizations

• Improves fault isolation
• Easy to embrace hardware as well as software 

heterogeneity. 
• Eliminates long term commitment to a single technology 

stack.

Agile framework that makes easy software evolution over 
time!

• ERSAP is a reactive actor/micro-service based data-stream 
processing framework. 
https://wiki.jlab.org/epsciwiki/index.php/ERSAP

• Combines decade-long experience: CODA,  AFECS and CLARA
҆ ERSAP Java binding, betta release: 

https://github.com/JeffersonLab/ersap-java.git
҆ ERSAP C++ binding development in progress: 

https://github.com/JeffersonLab/ersap-cpp.git
҆ ERSAP Python binding in the design stage
҆ Plans to design ERSAP Julia binding 

• Many ERSAP engine development projects are in progress
҆ CODA engines: https://github.com/JeffersonLab/ersap-coda.git
҆ JANA2 based engines: https://github.com/JeffersonLab/ersap-jana.git
҆ TriDAS engines: https://github.com/JeffersonLab/ersap-tridas.git
҆ CLAS12 AI reconstruction engines 

https://github.com/JeffersonLab/ersap-vtp.git
҆ INDRA ASTRA project ML engines

• Collaborative effort between JLAB Physics and CST divisions.

Vardan Gyurjyan (Jefferson Lab) 

https://wiki.jlab.org/epsciwiki/index.php/ERSAP
https://github.com/JeffersonLab/ersap-vtp.git
https://github.com/JeffersonLab/ersap-vtp.git
https://github.com/JeffersonLab/ersap-coda.git
https://github.com/JeffersonLab/ersap-jana.git
https://github.com/JeffersonLab/ersap-tridas.git
https://github.com/JeffersonLab/ersap-vtp.git


TriDAS (Laura Cappelli, INFN-CNAF) 
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Laura Cappelli Workshop X on SRO, 17 – 19 May 2022 5Laura Cappelli Workshop X on SRO, 17 – 19 May 2022 5

The TriDAS framework
• TriDAS characteristics:

• C++17 multithreaded software framework
• Dependencies: CMake, ZeroMQ, Boost
• State machine driven process
• Flexible design:

• Configurable via datacard (e.g. detector geometry)

• L2 trigger algorithms in standalone plugins

• Data format

• Composed by 5 modules:
• HM (Hit Manager)
• TCPU (Trigger CPU)
• TSV (TriDAS SuperVisor)
• EM (Event Manager)
• TSC (TriDAS System Controller)

• The TriDAS code is available here

Datacard
Multiple data streamsUser

Laura Cappelli Workshop X on SRO, 17 – 19 May 2022 21Laura Cappelli Workshop X on SRO, 17 – 19 May 2022 21

Conclusion

• The TriDAS-ERSAP integration is in progress
• Communication interface under review

• Used also a GEMC-based simulation code to reproduce the CLAS12 data streams
• New tests will be performed to activate all DAQ components
• TriDAS shows expected results, and it could be used as cross check validator
• TriDAS performance and results need to be compared with those obtained from the TriDAS-ERSAP integration

• Goal: use multiple instances of TriDAS as ERSAP microservices

Streaming DAQ from astroparticle physics community (NEMO, KM3NeT-ITA)



ML on FPGA for real-time particle identification 
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Sergey Furletov (Jefferson Lab) 

5/19/22 Sergey Furletov 3

GEMTRD/emCAL test  setup  data  flow

Images from the Internet are for illustration of scale only.
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5/19/22 Sergey Furletov 8

DNN  in FPGA  for GEMTRD  as  PID  

• Using HLS significantly  decreases development time. (at the cost of lower efficiency  of use of FPGA resources)

TRD 
ML IP

DSP utilization 21%



Online Multiscale Method for Change Detection in Automated Data-Quality Monitoring 
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Automated Data-Quality Monitoring Multiscale method Online multiscale algorithm Results for Physics Data

Overview

1 Automated Data-Quality Monitoring

2 Multiscale method

3 Online multiscale algorithm

4 Results for Physics Data
GEM data
SBS data

Automated Data-Quality Monitoring Multiscale method Online multiscale algorithm Results for Physics Data

Original Data and changed data

Figure 2: Original data and sudden changed data

Figure 3: Original data and linear gradual changed data

Ronglong Fang (ODU)



ML for Experiment Calibration and Control (Torri Jeske, Jefferson Lab)
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Cosmics Test Results

• Compare MPV (Peak height, ADC 
units) values during each run for both 
sides of CDC

• Peak heights from AI-tuned side of 
CDC show dramatic reduction in 
pressure dependence compared to 
constant HV

ML for Experiment Calibration and Control 12

Online Calibration and Control with the GlueX Central Drift Chamber

• Maintain consistent detector response to changing environmental/experimental 
conditions by adjusting CDC HV

• Produce calibration constants during data taking

ML for Experiment Calibration and Control 7



Streaming Readout X: Program
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Group Discussion

• Do we agree on a coordinated effort on a streaming readout system in the NP community?
• Can we agree on a baseline / common system?
• Will we have common services for the front end? E.g., power distribution scheme.

• Timeline for design and development of a streaming readout system for the EIC
• Is there any need for R&D?
• Can we build a simple test setup? How will we scale it up? Can we use it for test beam?
• How is the stream aggregation done?
• How are we building events? Do we need to build events online?
• Generalize electrical - optical interface
• What protocols are used for the DAQ?
• Hardware and software (data handling, communication; calibrations, reconstruction, analysis)
• We need good simulations of the entire data stream (emphasis on digitization)
• Interface of streaming readout and experimental control, including slow control, and also accelerator control
• Is there a requirement for analysis-ready data from the beamline?
• What computing resources are required directly at the experiments?
• How will we handle firmware and software updates?
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Group Discussion

• What are the biases in the design and implementation and how to prevent them?
• We need data quality monitoring for each layer of the read out and data processing, including feedback for 

accelerator control. 
• What are the computing resources needed for the streaming readout?

• What are the available and affordable resources?
• How can we manage background and noise reliably?
• For each detector component: How will we handle calibrations? Do we need a triggered system for calibrations? 

What are the requirements for calibrations? What would be the required turnaround time for calibrations?
• FPGA:

• Early aggregation: Is there a need for data processing before the frontend?
• Do we want FPGAs at the frontend? What are the limitations and challenges?

• How do we coordinate the purchase of front-end electronics?
• How do we coordinate the purchase of other components, e.g., GPUs?
• We have to define the clock distribution. How will it be done?

• Timing system needs to allow for simultaneous test of the detector components.
• What are the boundaries between DAQ, online and offline data processing? Will this be fully integrated?
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Streaming Readout X
Markus Diefenthaler

mdiefent@jlab.org

• Workshop on streaming readout R&D for the EIC and 
other NP experiments

• Workshop report in preparation 

• Next workshop foreseen for November and December 
2022



Backup
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Benefits of Heterogeneous Hardware to Nuclear Physics
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• GFlop/Watt is significantly lower for GPUs than CPUs
• e.g. https://www.karlrupp.net/2013/06/cpu-gpu-and-mic-hardware-characteristics-over-time/

• Price per flop is lower for GPUs than CPUs
• n.b. can be hard though to keep GPU fully busy

• Large HPC/HTC systems have significant compute capability tied up in heterogeneous hardware (including cloud 
services)

• Higher memory bandwidth (good for streaming)
• See LHCb Allen project: https://arxiv.org/abs/1912.09161

• Well-suited for AI/ML models
• not all models are efficient on GPUs, but some (e.g. CNNs) are extremely efficient
• tools like HLS4ML making FPGAs more accessible (https://fastmachinelearning.org/hls4ml/)

• Faster simulation via GANs

Slide courtesy David Lawrence (JLab)

https://www.karlrupp.net/2013/06/cpu-gpu-and-mic-hardware-characteristics-over-time/
https://arxiv.org/abs/1912.09161
https://fastmachinelearning.org/hls4ml/

