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Why study nuclear effects? 


The initial state: nPDFs.


Perspectives of improvement.


The final state: nFFs.


Summary.
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Why exactly put effort into it?

ACE

AMANDA

ANTARES

ArgoNeuT

ATLAS

Bevatron

Borexino

Bubble Chamber

CDHS 

CLAS detector

CMS

COMPASS (NA58)

Cowan–Reines experiment

CUORE

DAPHNE

DONUT

Enriched Xenon Observatory

EMC

FASER

Fermilab E-906/SeaQuest

Gargamelle


Germanium Detector Array

HARP

HERA-B

HERMES

IceCube

Irvine–Michigan–Brookhaven

Kamioka Liquid Scintillator 
Antineutrino Detector

Kamioka Observatory

KM3NeT

Large Volume Detector

LAND

LHCb

MINOS

Modular Neutron Array

Monopole, Astrophysics and Cosmic 
Ray Observatory

Mu to E Gamma

Mu2e

Mu3e

NA32


NA35

NA49

NA60

NA61

NA63

NESTOR Project

NEVOD

Kolar Gold Fields

PHENIX

PUMA

Rutherford gold foil experiment

SAGE

SciBooNE

SNO+

Soudan 1

Soudan 2

STAR

Sudbury Neutrino Observatory

Super-Kamiokande

…

We do a lot of experiments with nuclei:

At the end of the day most matter we see is made out of 
nuclei. Even ourselves.
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What are PDFs?

In the collinear approximation. Collinear PDFs, a.k.a. “PDFs”.


We can’t compute them, so we use data:


Propose a functional form depending on several parameters.


Use as much data from as many experiments and observables as 
possible (“global”).


Fit the parameters.

We have factorisation theorems that allow us to write

dσp+p′ →some.

dp
= ∑

a,b,c,...

d ̂σa+b→c+...

dp
⊗ fa/p ⊗ fb/p′ 

⊗ Dc→some.
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And now let’s add one nucleus (or more):
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And now let’s add one nucleus (or more):
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a,b,c,...

d ̂σa+b→c+...

dp
⊗ fa/A ⊗ fb/p′ 

⊗ Dc→some.

fa/A(x, Q2) =
Z
A

fa/p(x, Q2) +
(A − Z)

A
fa/n(x, Q2)

The naive interpretation 

fails. Miserably. 😓
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What to do then?
What happens in Vegas stays in Vegas.


Construct theoretical models:

shadowing: 441 (1973-2022)

anti-shadowing: 38 (1978-2020)

EMC effect: 369 (1983-2021)

Fermi motion: 93 (1968-2021)


Phenomenological approach: nuclear PDFs

dσA+p′ →some.

dp
= ∑

a,b,c,...

d ̂σa+b→c+...

dp
⊗ fa/A ⊗ fb/p′ 

⊗ Dc→some.
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fa/p/A(x, Q2
0 , A) = F(x, Q2

0 , A)

fa/p(x, Q2
0)Ra(x, A)

fa/p(x, Q2
0) ⊗ Ra(x, A)

fa/p/A(x, Q2
0 , A)

NN

We assume that the factorisation theorem is valid in the 
nuclear environment. For now, it seems to hold.


Usually we connect the nPDF with some baseline PDF.


Use isospin symmetry to construct the full nPDF (yes, we do 
know that it is not a prefect symmetry).


We proceed as for proton PDFs: do a global fit.
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Issues we have to deal with
The kinematic coverage:

PDFs, arXiv:2109.02653

nPDFs, arXiv:2109.02653
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The proton baseline contains some nuclear effects: 
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The “cleanest” data to extract PDFs is DIS    🥰

We need a different combination of PDFs to do flavour separation. 


CC DIS. But most experiments are done with neutrino 
beams on nuclear targets.

Neutron target. Use of neutron star not possible. Next 
best option: deuterium. But it is a nucleus.



The “cleanest” data to extract PDFs is DIS    🥰

We need a different combination of PDFs to do flavour separation. 


CC DIS. But most experiments are done with neutrino 
beams on nuclear targets.

Neutron target. Use of neutron star not possible. Next 
best option: deuterium. But it is a nucleus.

The proton baseline contains some nuclear effects: 

NC DIS data FT, proton/nucleus (16) FT deuterium Collider

proton PDF fit  
e.g. EPJC 81 (2021) 4, 341 433 513 1264

nuclear case 1314 615 0

The amount of data: 
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The type of data:


Most data from FT DIS: ~ 60% given as ratios, the rest as F2; 
information on FL is lost forever.

Drell-Yan data are scarce and have large uncertainties.

Doble counting effects with CC DIS.

Jets/di-jets, hadron production: any final state effect?
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The parametrisation bias:


choice of parametrisation.

smooth A-dependence taken, probably not ideal for light nuclei. 
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The type of data:


Most data from FT DIS: ~ 60% given as ratios, the rest as F2; 
information on FL is lost forever.

Drell-Yan data are scarce and have large uncertainties.

Doble counting effects with CC DIS.

Jets/di-jets, hadron production: any final state effect?

The parametrisation bias:


choice of parametrisation.

smooth A-dependence taken, probably not ideal for light nuclei. 

And every single issue that appears in proton PDF fits.
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Available sets
🇺🇸 and 🇺🇸-🇩🇪: nCTEQ15: PRD 93, 085037. nCTEQ15WZ: EPJC 80, 968. 
nCTEQ15HiX: PRD 103, 114015.


🇦🇷 and 🇦🇷-🇩🇪: nDS: PRD 69, 074028. DSSZ: PRD 85, 074028.


🇫🇮-🇩🇪: nTuJu19: PRD 100, 096015. nTuJu21: arXiv:2112.11904.


🇫🇮-🇪🇸: EKS: EPJC 9, 61. EPS09: JHEP 0904, 065. EPPS16: EPJC 77, 163. 
EPPS21: arXiv:2112.12462.


🇯🇵 family: HKM: PRD 64, 034003. HKN07: PRC 76, 065207.


🇮🇷 and 🇮🇷-🇩🇪: KA15: PRD 93, 014026. KSASG20: Phys.Rev.D 104, 034010.


NN: nNNPDF1.0: EPJC 79, 471. nNNPDF2.0: JHEP 09, 183. nNNPDF3.0: 
arXiv:2201.12363.
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Comparing the latest sets: the valence quarks
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FIG. 10: Ratios Rp/Pb
i of PDFs in a proton bound in a lead nucleus compared to the PDFs in a free proton for

TUJU21, nCTEQ15wz [9], EPPS16 [14] and nNNPDF2.0 [16], shown at Q2 = 100GeV2.

FIG. 11: Nuclear parton distribution functions TUJU21 in lead at NNLO compared to the KSASG20 results [19],
shown at Q2 = 100GeV2. The comparison is presented for the distribution functions xfi(x, Q2) with
i = g, s = s̄ = ū = d̄, u, d for a proton bound in a lead nucleus.

required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very
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ū̄ūu

0.6

0.8

1.0

1.2

1.4
s+s+s+

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.50

0.75

1.00

1.25

1.50

1.75

R
(
A

)

f

ddd Q = 10.0 GeV

median

68% CL

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.6

0.8

1.0

1.2

1.4
d̄̄d̄d

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.6

0.8

1.0

1.2

1.4
ggg

Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range

29
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FIG. 11: Nuclear parton distribution functions TUJU21 in lead at NNLO compared to the KSASG20 results [19],
shown at Q2 = 100GeV2. The comparison is presented for the distribution functions xfi(x, Q2) with
i = g, s = s̄ = ū = d̄, u, d for a proton bound in a lead nucleus.

required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very

arXiv:2112.11904
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Fig. 9 Comparison between the EPPS21 (blue), nCTEQ15WZ (purple) [93], and nNNPDF2.0 (green) [10] average-nucleon
nuclear modifications at Q2 = 10GeV2. The EPPS21 and nNNPDF uncertainties include the free-proton uncertainties but the
nCTEQ15WZ error bands only include the nuclear uncertainty.
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Fig. 10 Comparison between the EPPS21 (blue) and the EPPS16 (purple) [1] average-nucleon nuclear modifications at
Q2 = 10GeV2. The EPPS21 uncertainties include the free-proton uncertainties but the EPPS16 error bands only include the
nuclear uncertainty.

di↵erence between the electric charges of up and down
quarks which makes the structure-function ratios four
times more sensitive to R

Pb

u than to R
Pb

d
. For carbon

there is no such di↵erence as RC

u = R
C

d
for an isoscalar

nucleus like carbon.

Towards smaller values of x the DGLAP evolution
e�ciently reduces the uncertainties in particular for
gluons, but also for the sea quarks. This is actually
one of the reasons we do not try to build in too much
additional flexibility for the parametrization at small
x – such variations would anyway be wiped out very

15

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

u
V
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

u
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

d
V
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

d
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0
0.0

0.4

0.8

1.2

1.6

2.0

2.4

2.8

10
-4

10
-3

10
-2

10
-1

R
P
b

s
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

g
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0

Fig. 9 Comparison between the EPPS21 (blue), nCTEQ15WZ (purple) [93], and nNNPDF2.0 (green) [10] average-nucleon
nuclear modifications at Q2 = 10GeV2. The EPPS21 and nNNPDF uncertainties include the free-proton uncertainties but the
nCTEQ15WZ error bands only include the nuclear uncertainty.
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Fig. 10 Comparison between the EPPS21 (blue) and the EPPS16 (purple) [1] average-nucleon nuclear modifications at
Q2 = 10GeV2. The EPPS21 uncertainties include the free-proton uncertainties but the EPPS16 error bands only include the
nuclear uncertainty.

di↵erence between the electric charges of up and down
quarks which makes the structure-function ratios four
times more sensitive to R

Pb

u than to R
Pb

d
. For carbon

there is no such di↵erence as RC

u = R
C

d
for an isoscalar

nucleus like carbon.

Towards smaller values of x the DGLAP evolution
e�ciently reduces the uncertainties in particular for
gluons, but also for the sea quarks. This is actually
one of the reasons we do not try to build in too much
additional flexibility for the parametrization at small
x – such variations would anyway be wiped out very
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FIG. 11: Nuclear parton distribution functions TUJU21 in lead at NNLO compared to the KSASG20 results [19],
shown at Q2 = 100GeV2. The comparison is presented for the distribution functions xfi(x, Q2) with
i = g, s = s̄ = ū = d̄, u, d for a proton bound in a lead nucleus.

required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very
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Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very
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i = g, s = s̄ = ū = d̄, u, d for a proton bound in a lead nucleus.

required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very
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tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at
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ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,
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s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
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Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x
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> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
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ū̄ūu
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EPPS16, while for x
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< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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Fig. 10 Comparison between the EPPS21 (blue) and the EPPS16 (purple) [1] average-nucleon nuclear modifications at
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nuclear uncertainty.

di↵erence between the electric charges of up and down
quarks which makes the structure-function ratios four
times more sensitive to R

Pb

u than to R
Pb

d
. For carbon

there is no such di↵erence as RC

u = R
C

d
for an isoscalar

nucleus like carbon.

Towards smaller values of x the DGLAP evolution
e�ciently reduces the uncertainties in particular for
gluons, but also for the sea quarks. This is actually
one of the reasons we do not try to build in too much
additional flexibility for the parametrization at small
x – such variations would anyway be wiped out very
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FIG. 10: Ratios Rp/Pb
i of PDFs in a proton bound in a lead nucleus compared to the PDFs in a free proton for

TUJU21, nCTEQ15wz [9], EPPS16 [14] and nNNPDF2.0 [16], shown at Q2 = 100GeV2.

FIG. 11: Nuclear parton distribution functions TUJU21 in lead at NNLO compared to the KSASG20 results [19],
shown at Q2 = 100GeV2. The comparison is presented for the distribution functions xfi(x, Q2) with
i = g, s = s̄ = ū = d̄, u, d for a proton bound in a lead nucleus.

required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very
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ū̄ūu

0.6

0.8

1.0

1.2

1.4
s+s+s+

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.50

0.75

1.00

1.25

1.50

1.75

R
(
A

)

f

ddd Q = 10.0 GeV

median

68% CL

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.6

0.8

1.0

1.2

1.4
d̄̄d̄d

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.6

0.8

1.0

1.2

1.4
ggg

Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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Fig. 9 Comparison between the EPPS21 (blue), nCTEQ15WZ (purple) [93], and nNNPDF2.0 (green) [10] average-nucleon
nuclear modifications at Q2 = 10GeV2. The EPPS21 and nNNPDF uncertainties include the free-proton uncertainties but the
nCTEQ15WZ error bands only include the nuclear uncertainty.
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Fig. 10 Comparison between the EPPS21 (blue) and the EPPS16 (purple) [1] average-nucleon nuclear modifications at
Q2 = 10GeV2. The EPPS21 uncertainties include the free-proton uncertainties but the EPPS16 error bands only include the
nuclear uncertainty.
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Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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FIG. 10: Ratios Rp/Pb
i of PDFs in a proton bound in a lead nucleus compared to the PDFs in a free proton for

TUJU21, nCTEQ15wz [9], EPPS16 [14] and nNNPDF2.0 [16], shown at Q2 = 100GeV2.

FIG. 11: Nuclear parton distribution functions TUJU21 in lead at NNLO compared to the KSASG20 results [19],
shown at Q2 = 100GeV2. The comparison is presented for the distribution functions xfi(x, Q2) with
i = g, s = s̄ = ū = d̄, u, d for a proton bound in a lead nucleus.

required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very

15

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

u
V
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

u
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

d
V
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

d
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0
0.0

0.4

0.8

1.2

1.6

2.0

2.4

2.8

10
-4

10
-3

10
-2

10
-1

R
P
b

s
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

g
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

nCTEQ15WZ

nNNPDF2.0

Fig. 9 Comparison between the EPPS21 (blue), nCTEQ15WZ (purple) [93], and nNNPDF2.0 (green) [10] average-nucleon
nuclear modifications at Q2 = 10GeV2. The EPPS21 and nNNPDF uncertainties include the free-proton uncertainties but the
nCTEQ15WZ error bands only include the nuclear uncertainty.

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

u
V
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

EPPS16
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

u
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

EPPS16
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

d
V
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

EPPS16

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

d
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

EPPS16
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

s
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

EPPS16
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

10
-4

10
-3

10
-2

10
-1

R
P
b

g
(
x
,Q

2
=
1
0
G
e
V

2 )

x

EPPS21

EPPS16

Fig. 10 Comparison between the EPPS21 (blue) and the EPPS16 (purple) [1] average-nucleon nuclear modifications at
Q2 = 10GeV2. The EPPS21 uncertainties include the free-proton uncertainties but the EPPS16 error bands only include the
nuclear uncertainty.

di↵erence between the electric charges of up and down
quarks which makes the structure-function ratios four
times more sensitive to R

Pb

u than to R
Pb

d
. For carbon

there is no such di↵erence as RC

u = R
C

d
for an isoscalar

nucleus like carbon.

Towards smaller values of x the DGLAP evolution
e�ciently reduces the uncertainties in particular for
gluons, but also for the sea quarks. This is actually
one of the reasons we do not try to build in too much
additional flexibility for the parametrization at small
x – such variations would anyway be wiped out very
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Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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Improvements on nPDFs

Add more data: LHC, JLAB, “new” data (e.g. DY in ).


Add more observables: e.g. D meson production.


Relax kinematic cuts.


Seriously explore the issues in CC DIS.


Carefully study the proton baseline. 

π + A
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Improvements on nPDFs
Future experiments: EIC, LHeC, FCC-eh, AFTER?

EIC Yellow Report: arXiv:2103.05419
7.3. THE NUCLEUS: A LABORATORY FOR QCD 143

Figure 7.66: Relative uncertainty bands for Au at Q2 = 1.69 GeV2 for u (first row), ū (sec-
ond row), s (third row) and gluon (lower row) for three different sets of nPDFs. The blue
and orange bands correspond to before and after including the EIC pseudodata in the fit,
respectively.

band at high-x. This is illustrated in the left panel of Fig. 7.67, where the blue band is
the original EPPS16* fit, the green band incorporates s pseudodata and the orange one
adds also scharm. A similar dedicated study using PDF reweighting with structure func-
tion Fcharm

2A was done in [91]. In the right panel of Fig. 7.67 the impact of Fe pseudodata
on the EPPS16 NLO gluon density [24] is shown by the red band. The charm pseudodata
substantially reduces the uncertainty at x > 0.1, providing sensitivity to the presence of
a gluonic EMC effect. Comparing the red band (only charm pseudodata) with the results
of Fig. 7.66 one can see that the high-x region can be equally studied considering inclu-
sive or charm pseudodata. It is by combining both observables that a striking reduction is
achieved (orange band, left panel of Fig.7.67). Moreover, the measurement will be comple-
mented by jet studies that have already shown promising constraining power for gluons
in p + Pb collisions [743].
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Improvements on nPDFs
Future experiments: EIC, LHeC, FCC-eh, AFTER?
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Improvements on nPDFs
Future experiments: EIC, LHeC, FCC-eh, AFTER?

sensitivity to the 
gluon PDF at low 

and high x

PRD 97, 114013
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Improvements on nPDFs
Future experiments: EIC, LHeC, FCC-eh, AFTER?
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Figure 6.1: Kinematic regions in the x � Q
2 plane explored by di↵erent data sets (charged lepton and

neutrino DIS, DY, dAu at RHIC and pPb at the LHC) used in present nPDF analyses [495], compared
to the ones achievable at the EIC (red), the LHeC (ERL against the HL-LHC beams, dark blue) and two
FCC-eh versions (with Pb beams corresponding to proton energies Ep = 20TeV - green and Ep = 50TeV
- light blue). Acceptance of the detector for the electrons is taken to be 1�

< ✓ < 179�, and 0.01(0.001) <

y < 1 for the EIC (all other colliders). The saturation scale Qsat shown here for indicative purposes
only, see also [496], has been drawn for a Pb nucleus considering an uncertainty ⇠ 2 and a behaviour
with energy following the model in [497]. Note that it only indicates a region where saturation e↵ects are
expected to be important but there is no sharp transition between the linear and non-linear regimes.

of new details of the nuclear structure. Similarly to the proton case, DVCS and exclusive
vector-meson production will provide unique insight into 3D nuclear structure.

• The LHeC will o↵er unprecedented opportunities to extract di↵ractive parton densities
in nuclei for the first time. A first detailed analysis [333] indicates that the achievable
precision on di↵ractive PDFs in nuclei will be comparable to that possible in the proton
case. The measurements of di↵raction on protons and nuclei as well as the inclusive
structure functions in the nuclear case will allow us to explore the very important relation
between nuclear shadowing and di↵raction [498].

• The LHeC will be able to test and establish or exclude the phenomenon of parton saturation
at low x in protons and nuclei. According to the Color Glass Condensate framework [499,
500], parton saturation is a density e↵ect that can be achieved in two ways, either by
decreasing the value of x or by increasing the size of the target by increasing A. The
LHeC will be a unique machine to address both of their variations, such that the ideas of
saturation could be precisely tested. It will be possible to search for parton saturation in
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Figure 6.8: Upper panels: The gluon nuclear modification for the Pb nucleus at Q
2 = 1.69 GeV2 in

EPPS16* (left), LHeC analysis without charm pseudodata (middle), and full LHeC analysis (right). The
blue bands mark the total uncertainty and the green dotted curves correspond to individual Hessian error
sets. Lower panels: As the upper panels but at Q

2 = 10GeV2.

nuclear size dependence in the parameters for the initial condition for DGLAP evolution. Such
nPDFs can then be used for comparing to those obtained from global fits and for precision tests
of collinear factorisation in nuclear collisions.

The fits are performed using xFitter [532], where 484 (150) NC+CC Pb data points at the LHeC
(FCC-eh) have been used in the fitted region Q

2
> 3.5 GeV2, see Fig. 6.2. A HERAPDF2.0-

type parametrisation [44] has been employed to provide both the central values for the reduced
cross sections (therefore, the extracted nuclear modification factors are centered at 1) and the
fit functional form; in this way, neither theory uncertainties (treatment of heavy flavours, value
of ↵s, order in the perturbative expansion) nor the uncertainty related to the functional form
of the initial condition – parametrisation bias – are considered in our study, in agreement
with our goal of estimating the ultimate achievable experimental precision in the extraction of
nPDFs. We have worked at NNLO using the Roberts-Thorne improved heavy quark scheme,
and ↵s(m2

Z
) = 0.118. The treatment of systematics and the tolerance ��

2 = 1 are identical to
the approach in the HERAPDF2.0 fits, as achievable in a single experiment.

The results for the relative uncertainties in the nuclear modification factors are shown in Figs. 6.9,
6.10 and 6.11 for valence, sea and gluon, respectively. The uncertainties in these plots reflect
the assumed uncertainties in the pseudodata, both statistics (mainly at large x) and systematics
from detector e�ciencies, radiative corrections, etc., see Sec. 6.2.1. As expected, the uncertainty
in the extraction of the valence at small x is sizeably larger than that for the sea and gluon.

While a very high precision looks achievable at the LHeC and the FCC-eh, for the comparison
with EPPS16 (or any other global fit) shown in the plots and with previous results including
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A possible issue with some observables
What can be affected by final state effects?


SIH production.

D meson production.

Jets and di-jets.


We know that in HI collisions there is jet-quenching, what about in 
p+A? e+A?


SIH and D meson production depend on the FFs. 


FFs are extracted from SIA and SIDIS.


We have seen medium modifications in SIDIS at low  but also at 
.

s
s ≈ 30 GeV
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Nucl. Phys. B 780, 1.

Ebeam = 27.6 GeV

A= D, He, N, Ne, Kr, Xe
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11

Figure 2. (color online) Multiplicity ratios of ⇡+ as a function of z for various intervals of ⌫ (in different rows) and Q2 (different
marker colors). The left, middle, and right panels correspond to C, Fe, and Pb, respectively. The error bars represent the
quadrature sum of systematic and statistical uncertainties.

that were extracted from HERMES data.
The z dependence of the multiplicity ratio for ⇡+ and

⇡� are equal within uncertainties for most of the kine-
matic region for the C and Fe targets but show differ-
ences of about of 10% for the Pb target data. The rel-
ative difference between ⇡+ and ⇡� can be attributed
to the large neutron-proton asymmetry, and is qualita-
tively consistent with the expectations from the GiBUU

model and nuclear fragmentation functions. These data
will help constrain the flavour dependence of cold-nuclear-
matter effects. When included in global QCD fits, the
high-accuracy results for both ⇡+ and ⇡� will constrain
the effective, medium-modified fragmentation functions
and its flavour as well as atomic-mass dependence. Our
data will also help refine the final-state interactions model
in GiBUU, which is also relevant for neutrino-oscillation
experiments.

The multiplicity ratio as a function of pion transverse
momentum shows a weak dependence for small p2T values

and an enhancement at large p2T . The data for ⇡+ and ⇡�

show the same qualitative features. This enhancement is
largest at small z (where Rh reaches up to about six), but
it strongly decreases with z until around z = 0.7, where
it begins increasing as z approaches unity.

The enhancement at large z is well described by the
GiBUU model, but the model predicts a smaller enhance-
ment at lower z than observed in the data, indicating
a missing piece in the theoretical description at high p2T
and low to moderate z, which reflects a rare production of
hadrons with large polar angle with respect to the struck-
quark direction. Such production might be associated
with the response of the nucleus to the interaction with
the struck quark.

Future higher-luminosity 11-GeV measurements with
the CLAS12 detector will measure the multiplicity ratio of
heavier mesons and baryons over an extended kinematic
range. The combination of the present result with CLAS,
and the future experiments from CLAS12 (proposed in
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μ + A → μ + h± + X

Ebeam = 100, 120, 200, 280 GeV

A= D, C, Cu, Sn Rh
A(ν, z, Q2, p2

t ) =
( Nh(ν, z, Q2, p2

t )

Ne(ν, Q2) )A

( Nh(ν, z, Q2, p2
t )

Ne(ν, Q2) )D

5 Re s ults  

Th e  d is t r ib u t io n s  in  z a n d  p  9 a n d  th e  a z im u th a l a s ym - 
m e t ry  o f th e  c h a rg e d  h a d ro n s  in  th e  fo rwa rd  h e m is p h e re  
h a ve  b e e n  in ve s t ig a te d  to  s e a rc h  fo r  n u c le a r  e ffe c ts  in  th e  
h a d r o n  je ts .  Th e  ra t io  o f th e  n u m b e rs  o f p o s it ive ly  a n d  
n e g a t ive ly  c h a rg e d  h a d ro n s  fro m  n u c le a r  ta rg e ts  h a ve  
b e e n  c o m p a r e d  to  th o s e  fro m  d e u te r iu m  a n d  th e s e  a llo w 
lim its  to  b e  s e t o n  a n y e xc e s s  c o n t r ib u t io n  o f s e a  q u a rks  
in  th e  n u c le u s .  

5.1 z  h dis tributions  o f charged hadrons  

Th e  z d is t r ib u t io n  o f c h a rg e d  h a d ro n s  n o rm a lis e d  to  th e  
n u m b e r  o f s c a t te re d  m u o n s  a n d  in te g ra te d  o ve r  th e  m u o n  
va r ia b le s  with in  th e  c u ts  g ive n  in  Ta b le  2, is  s h o wn  in  
F ig .  3 s e p a ra te ly  fo r  c o p p e r  a n d  d e u te r iu m .  F ig u re  4 
s h o ws  th e  ra t io  o f th e  d iffe re n t ia l m u lt ip lic ity  d is t r ib u -  
t io n s  rcu  (zh) a s  a  fu n c t io n  o fz  h fo r c o p p e r  a n d  d e u te r iu m ,  
wh e re  

, dN ] / ( ,  , 
rc ~(Z h )=(N u  dz h lc u l\ N u  dZh / D 2  

ID 
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=L 
z i 
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Fig. 3. Diffe re ntia l ha dron  multip lic ity: 1 IN#. d N h/dZh a s  a  func- 
tion o f z h for Cu a nd D 2. The  s ta tis tica l e rrors  a re  o f a  s imila r s ize  
to  the  s ymbols ; the  s ys te ma tic e rrors  a re  not s hown 
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Fig. 4a , b. Ra tio  o f z dis tributions  o f nucle a r ta rge ts  re la tive  to  D 2. 
The  re s ults  on C u /D 2 s hown in b a re  obta ine d from the  high s ta - 
tis tics  run with the  e xte nde d ta rge t. The  e rrors  for multiplic ity ra tios  
s hown in the  following figure s  a lwa ys  include  the  e rror due  to  the  
unce rta inty in the  corre ction for e le ctron conta mina tion  (s e e  te xt) 

to g e th e r  with  th e  ra t io s  m e a s u re d  u s in g  th e  c a rb o n  a n d  
th e  tin  ta rg e ts .  

F o r  th e  la rg e  n u c le i (C u ,  S n ) o n e  o b s e rve s  a  s m a ll b u t  
d is t in c t  re d u c t io n  o f th e  fa s t h a d r o n  p ro d u c t io n  c o m - 
p a re d  to  th a t  o n  d e u te r iu m ,  wh e re a s  fo r  c a rb o n  th e  ra t io  
a t  h ig h e r  z  h is  c o m p a t ib le  with  u n ity  with in  th e  la rg e r  
s ta t is t ic a l u n c e rta in t ie s .  Th e  h ig h  s ta tis t ic s  e xp e r im e n t  
with  C u  a n d  D 2 re ve a ls  th a t  th e re  is  n o  s ig n ific a n t  va ri-  
a t io n  o f th e  ra t io  fo r  z h > 0 .2 . F o r  s m a lle r  z h th e  ra t io  
te n d s  to  ris e  to  a  va lu e  g re a te r  th a n  u n ity.  A s im ila r  t re n d  
c a n  a ls o  b e  s e e n  fo r  S n . Th e  a ve ra g e d  m u lt ip lic ity  ra t io s  
fo r  z  h > 0 .2  d e fin e d  a s : 

R A d z /d N h ~  d N h \  = d z  h - - |  (5 .2 ) 
dz h / A dzh /D2 

a re  g ive n  in  Ta b le  5. Th e  o b s e rve d  d e p le t io n  o f h a d ro n s  
is  s ig n ific a n t ly m o re  p r o n o u n c e d  fo r  h e a vy n u c le i th a n  
fo r lig h te r  o n e s .  

Th e  h ig h e r  s ta t is t ic s  o f th e  C u  a n d  O 2 d a t a  a llo w fu r- 
th e r s tu d ie s  o f th e  d e p e n d e n c e  o f R c u  o n  th e  m u o n  
va r ia b le s .  In  F ig .  5 th e  ra t io  R c u  is  p lo t t e d  ve rs u s  v in  
th e  ra n g e  fro m  10 to  230  G e V.  Th e  ra t io s  s h o w a  g ra d u a l 
d e c re a s e  wit]~ d e c re a s in g  v b e lo w v =< 60 G e V,  wh e re a s  
th e y s lo wly a p p r o a c h  u n ity  fo r  h ig h e r  v.  It  s h o u ld  b e  
n o te d ,  th a t  th e  d e p le t io n  o f th e  fa s t  h a d r o n  m u lt ip lic ity  
in  c o p p e r ,  e ve n  in  th e  lo we s t  v-b in ,  is  o n ly  ~ 1 0 % .  

O u r  d a ta ,  t a ke n  a t  two  b e a m  e n e rg ie s ,  a llo w th e  d e - 
p e n d e n c e  o f R c u  o n  th e  m u o n  va r ia b le s  to  b e  in ve s t ig a te d .  

Ta ble  5. Ra tio  o f pa rtia l inte gra ls  R A o f 
diffe re ntia l e ne rgy dis tributions  o f cha rge d 
ha drons  inte gra te d ove r Q2, v a nd x within 
the  cuts  give n in Ta ble  1 C/D2 

Cu/D2 
(Tgt. s e t up I) 
Cu/D2 
(Tgt. s e t up II) 
S n/D2 

<v> <x> <Q2> RA 
[Ge V] [Ge V2/c 21 

Error 

s ta t. sys t. 

52 0.14 10.2 
62 0.13 12.3 

62 0.14 10.6 

62 ,0.13 11.8 

1.018 4- 0.034 4- 0.005 
0.952 +0.015 +0.010 

0.946 + 0.008 + 0.005 

0.917 _+0.026 4-0.01 

Z. Phys.C 52, 1. 
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Some ideas in the market (not up-to-date)
Energy loss

z =
Eh

ν
→ z* =

Eh

ν − ϵ
=

z
1 − ϵ/ν

zDh
q(z, Q2, A) = ∫

ν−Eh

0
dϵ D(ϵ, ν) z* Dh

q(z*, Q2)

 depends on the length crossed 
by the parton and a coefficient that 
characterises the medium.
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Figure 7: Quenching of charged hadron, pion, and kaon spectra in N (upper) and
Kr targets (lower) as a function of z. The theoretical calculations with (solid) and
without (dashed) finite formation time effect are compared to HERMES data taken
from Ref. [3]. The 4% systematic errors are not shown.
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The starting point to determine the hadron attenuation Rh
A(z, ν) is therefore the

computation of nuclear fragmentation functions D(z, Q2, A). This task is carried out
in the following section.

3 Nuclear fragmentation functions

3.1 Model for medium-modified fragmentation functions

To leading order in the coupling and at leading twist, the virtual photon picks up a
quark2 in the nucleus which subsequently hadronizes into the observed leading hadron.
In presence of a QCD medium, however, the hard quark suffers multiple scattering and
radiates soft gluons all along its path. Due to this medium-induced gluon radiation,
the quark energy is reduced from E = ν to E = ν − ε at the time of hadronization.
This picture is schematically depicted in Figure 1.

, Q2

...
E =E =

−e

−e

ν

A

h
ν ν− ε

X

Figure 1: Schematic representation of the semi-inclusive hadron electroproduction in a
nuclear target. The virtual photon couples to a hard quark which subsequently emits
soft gluons while escaping the nucleus.

How to relate these final state interactions to nuclear fragmentation functions re-
mains however unclear. Such an attempt has been performed recently in a series of
papers [11, 18] in which a higher-twist perturbative framework has been applied suc-
cessfully to describe hadron production in DIS and heavy ion reactions.

Here, we shall rather adopt the effective model suggested in Ref. [19]. Within this
approach, the quark energy shift leads to a rescaling of the momentum fraction in

2In the following discussion, we shall ignore the fragmentation of antiquarks as x is not too small.
The theoretical computations Eq. (1) consider of course this channel as well.

4
EPJC 30, 213. EPJC 76, 475.
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Some ideas in the market (not up-to-date)
Nuclear absorption

σhσq σ*

A

*γ q h* h

y y’ y’’0

Figure 6: Nuclear attenuation of a hadron
h: the virtual photon γ∗ interacts with a
quark q at a longitudinal coordinate y; the
quark turns into a “prehadronic” state h∗ at
position y ′ and the hadron h is formed at
y ′′. Each state interacts with the surround-
ing nucleons with a cross-section σq, σ∗ and
σh, respectively.

which overestimates up to 30% the Lund model result. The above formation length is
obtained in the Lund model with a non-standard choice of parameters, as described in
App. B. Finally, the contribution of the hadron (or yo-yo) formation lenght lh in the
standard Lund model is shown with a dashed curve.

4 Absorption of the produced hadron in the nucleus

The spatial evolution of a quark q created by the virtual photon γ∗ at a longitudinal
position y is shown in Fig. 6 in all intermediate stages. In the first stage the quark
propagates to the position y ′ > y where a prehadronic state h∗ is formed. In the second
stage the final hadron h is created at the point y ′′ > y ′.

The quark, the prehadronic state and the final hadron propagate through nuclear
matter and interact with the surrounding nucleons. As a result, each of the three states
may undergo inelastic interactions and/or lose longitudinal energy through elastic rescat-
terings. In a first approximation we may assume that the final hadron with a value of
z corresponding to the fragmentation process in vacuum will be observed provided that
none of the three propagating states has interacted with the nucleus. By defining the
nuclear absorption factor NA(z, ν) as the probability that neither the q, h∗, nor h have
interacted with a nucleon, the multiplicity ratios of Eqs. (2.6) and (2.7) are modified as
follows:

1

NDIS
A

dNh
A

dz
=

1

σ!A

∫

exp. cuts

dx dν
∑

f

e2f qf(x, ξA Q2)
dσ!q

dx dν
Dh

f (z, ξA Q2)NA(z, ν) , (4.1)

1

NDIS
A

dNh
A

dν
=

1

σ!A

∫

exp. cuts

dx dz
∑

f

e2f qf (x, ξAQ2)
dσ!q

dx dν
Dh

f (z, ξA Q2)NA(z, ν) . (4.2)

While the fragmentation functions Dh
f are sensitive to the virtuality Q2 of the fragmen-

tation process in the medium, the nuclear absorption factor NA, which depends on z and
ν, is sensitive to the hadron energy in the rest frame of the nucleus.

We will investigate two models for the computation of the nuclear absorption factor:
the Bialas-Gyulassy (BG) model, [12], and the Bialas-Chmaj (BC) model, [13]. These
models require the probability distribution function of the hadron formation length and
the average formation length discussed and derived in Sec. 3. In order to reduce the
number of the parameters of these models we set the quark-nucleon cross-section σq = 0,
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number of the parameters of these models we set the quark-nucleon cross-section σq = 0,
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Figure 9: Theoretical multiplicity ratios of charged hadrons for Cu (EMC), Kr and N (HERMES)
targets as function of z compared with the data [2, 3]. Dashed lines show the predictions without
absorption and only rescaling, according to Eqs. (2.6)-Eqs. (2.8); solid lines give the calculation
with rescaling and absorption according to Eqs. (4.6) and (3.4) for the BC model; dotted lines
with rescaling plus absorption according to Eq. (4.3) and (3.3) for the BG model. In the bottom
right plot, the solid and dotted curves represent the result of the computations with σ∗ = 0.5 σh.
The error bars represent the statistical uncertainty only. Systematic uncertainties for the HERMES
nitrogen and krypton data are 3% and 3.5% respectively [3, 37].

the BG predictions still disagrees with the data and the BC predictions overestimate the
experimental results. Therefore, we will use the BC model with prehadronic cross section
equal to the hadronic cross section to predict Rh

M in the region 0.2 ! z ! 0.9 also for
different fragmentation products and for different targets (see Sec. 6).

As we can see in Fig. 9, the effect of the absorption is less important at EMC in Cu than
the absorption effect at HERMES in Kr, which is a nucleus of similar size, due to the larger
energy transfer ν in the EMC data (〈ν〉=62 GeV) compared to HERMES (〈ν〉∼12 GeV).
In the HERMES kinematic range both rescaling and absorption contribute. Absorption
becomes the dominant effect in Kr tending to mask the rescaling effect. In the case of
the N nucleus the theoretical result underestimates the experimental data. This may be
due to an overestimate of the rescaling effect in light nuclei, which have a large surface to
volume ratio.

It is worth to point out that the accuracy of the HERMES data may distinguish
different models for the space-time development of the fragmentation functions. The
main tool in this respect is the availability of data at large z, for both light and heavy
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Let’s go phenomenological
If FFs are “similar” to PDFs… why not have something akin to 
nPDFs for the final state?


Introduce the idea of a purely phenomenological nFF.


If we can’t fit the data, then we might be wrong.

If we can fit the data, then we might not be right.

Just go back to my initial slides and change “(n)PDF” by “(n)FF”.


Extra issues: 


Less data.

Higher complexity of the observable than FFs (e.g. 
need PDFs and nPDFs). 
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Fitting
Baseline FFs: DEHSS (PRD 91, 014035).

Dh
i (z, Q0) = Nixαi(1 − x)βi[1 + γi(1 − x)δi] Ni → Ni[1+N1,i(1 − AN2,i)]

pi → pi+p1,i(1 − Ap2,i)

 Proton PDFs only 
(initial effect cancels in 
the ratio).

 7 parameters

 . 

 No control over the 
gluon.

χ2/d . o . f . = 0.776
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Constraining the gluon: add RHIC data.
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  similar to those obtained in nPDFs fits. 


 Is it a pure initial/final (or both) state effect? 

χ2

Experiment Nº points χ2

STAR π0 13 4.65

STAR π- 15 7.51

STAR π+ 15 11.29
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I. INTRODUCTION

Parton distribution functions (PDFs) are fundamental
quantities required to calculate predictions for any
process involving hadrons in the initial state. The
QCD parton model has been used successfully to make
predictions for a variety of experiments at SLAC, HERA,
TeVatron, RHIC and LHC. This theoretical framework
will also be essential for both the physics program
of the EIC, and proposed future experiments such as
the FCC. While precise constraints have been imposed
on the proton PDFs, for the case of nuclear PDFs
(nPDFs), there is still much room for improvement
of the uncertainties [1–22]. The gluon PDFs are
particularly problematic because the cross sections for
the deep inelastic scattering (DIS) and the Drell-Yan
(DY) processes, which represent the bulk of the precision
data in nPDF fits like nCTEQ15 [3], are not directly
sensitive to the gluon PDF at leading order.

While many di↵erent microscopic models for nuclear
e↵ects on PDFs exist, no unambiguous picture has
yet emerged for either the shadowing region [23–26],
antishadowing region [26–28], or the EMC e↵ect [26,
29–33]. A particularly promising unified approach is
provided by the Color Glass Condensate [34, 35]. On
the other hand, unbiased fits to the experimental data
provide important global constraints on these theoretical
ideas and are an indispensable ingredient for many
current and future experimental (i.e. at LHC, but
also RHIC and EIC) and theoretical analyses (e.g.,
for the very successful Statistical Hadronization Model
describing the freeze-out of the QGP [36]). This is the
approach we take in the following. Note that there are
currently ongoing studies at the LHC of medium, i.e.
final state e↵ects also in small systems created in pA and
even pp collisions [37, 38]. In our analysis below, we will
demonstrate that our results are largely independent of
the final state hadron fragmentation and thus that our
interpretation of the nuclear e↵ects as modifications of a
cold initial state is currently totally consistent with the
available experimental data.

A. The gluon PDF

Single Inclusive Hadron (SIH) production data has the
potential to yield new constraints on the gluon PDF
because the gluon contributes a significant part to the
overall cross section of this process. The importance of
the gluon contribution can be seen in Fig. 1, which shows
the fractional contribution to the process p+Pb ! ⇡0+X
as a function of the transverse momentum pT for the
various subprocesses initiated by gluons, up, down, and
strange partons inside a lead nucleus. In particular, the
red shaded area shows the fraction where a parton from
the proton interacts with a gluon from the lead nucleus
to produce a neutral pion. The gluon contribution
dominates in the low to mid pT region at a center of

FIG. 1. Fractional contributions of the total p+Pb ! ⇡0+X
cross section initiated by each PDF flavor fPb

i (x,Q) of the
lead nucleus at

p
sNN = 200GeV (upper panel) and 5TeV

(lower panel) for i 2 {g, u, d, ū, d̄, s+ s̄}.

mass energy per nucleon of
p
sNN = 200GeV. At 5TeV,

the gluon is the dominant contribution even in the mid-
to high-pT region. The remaining contribution is shared
roughly evenly between the up and down quarks, while
the antiquarks (including up and down) contribute a
minor fraction. Charm, bottom and top are omitted in
this figure due to their negligible contributions, but they
are fully incorporated in the calculation. The partonic
fractions for kaons and eta mesons are similar to those of
pions, so we do not present a separate figure.

Figure 2 shows the relative contributions to the cross
section of p+Pb ! ⇡0+X of each parton’s fragmentation
function (FF). For instance, the red area shows the
contribution from processes where the initial scattering
event produces a gluon which then fragments into a
neutral pion. These contributions are very similar to
those of the PDF flavors (Fig. 1), but with slightly
larger contributions from the antiquarks. Both figures
are computed with nCTEQ15WZ PDFs [39] and DSS
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FIG. 2. Fractional contribution of the total p+Pb ! ⇡0+X
cross section contributed by each fragmentation function,

D⇡0

i (z,Q), at
p
sNN = 200GeV (upper panel) and 5TeV

(lower panel) for i 2 {g, u, d, ū, d̄, s+ s̄}.

FFs [40], but there are no qualitative di↵erences when
other nPDFs or FFs are used.

In this investigation we will study single inclusive
hadron production in proton-lead and deuterium-gold
collisions. The focus will be to incorporate this process
into the global analysis, including the dependence of the
fragmentation function, and to determine the resulting
impact on the nuclear gluon PDF. The remainder of this
section provides an overview of the nCTEQ framework
and the available data sets. In Sec. II we investigate
the fragmentation function dependence, along with other
theory considerations like the scale dependence. In
Sec. III we present the fits obtained using the SIH data,
and compare with the theoretical predictions. The main
conclusions are summarized in Sec. IV.

B. The nCTEQ++ framework

The nCTEQ project expands upon the foundation of
the proton PDF global fitting analysis by including the
nuclear dimension. In early proton PDF analyses (e.g.,
Ref. [41]), the nuclear data was used to calculate
correction factors which were then applied to the proton
PDF fit without any uncertainties. In contrast, the
nCTEQ framework enables full communication between
nuclear and proton data, which means that observed
tensions between data sets can be investigated through
the lens of nuclear corrections.
The details of the nCTEQ15 nPDFs are presented

in Ref. [3]. The current analysis, along with the other
recent nCTEQ analyses, such as nCTEQ15WZ [39] and
nCTEQ15HIX [42], are performed with a new C++ based
code nCTEQ++. This allows us to easily interface external
programs such as HOPPET [43], APPLgrid [44], and
INCNLO [45]. In particular, we work at leading twist and
next-to-leading order (NLO) of QCD for both the PDF
and FF evolution equations as well as the hard scattering
coe�cients.
For the fits in this investigation, we use the same

19 parameters as for the nCTEQ15WZ set. These
19 parameters include the 16 free parameters of the
nCTEQ15 analysis, with an additional 3 open parameters
for the strange distribution. Recall that for the
nCTEQ15 set, the strange PDF was constrained by
the relation s = s̄ = (/2)(ū+d̄) at the initial scale
Q0 = 1.3GeV so that it had the same form as the other
sea quarks.
Our PDFs are parameterized at the initial scale Q0 =

1.3 GeV as

xfp/A
i (x,Q0) = c0x

c1(1� x)c2ec3x(1 + ec4x)c5 , (1)

and the nuclear A dependence is encoded in the
coe�cients as

ck �! ck(A) ⌘ pk + ak(1�A�bk) , (2)

where k = {1, ..., 5}. The 16 free parameters used
for the nCTEQ15 set describe the x-dependence of the
{g, uv, dv, d̄+ū} PDF combinations, and we do not vary
the d̄/ū parameters; see Ref. [3] for details. As in
the nCTEQ15WZ analysis, we have added three strange
PDF parameters: {as+s̄

0 , as+s̄
1 , as+s̄

2 }; these parameters
correspond to the nuclear modification of the overall
normalization, the low x exponent and the large-x
exponent of the strange distribution, respectively. In
total, the 19 open parameters are:

{auv
1 , auv

2 , auv
4 , auv

5 , adv
1 , adv

2 , adv
5 , aū+d̄

1 , aū+d̄
5 ,

ag1, ag4, ag5, bg0, bg1, bg4, bg5, as+s̄
0 , as+s̄

1 , as+s̄
2 }.

To obtain the cross section for single inclusive hadron
production, the PDFs of the two initial state particles
are convoluted with the cross section of the partonic

contribution of each PDF contribution of each FF PRD 104, 094005.

31/33



Summary
Initial state effects:


are a must for proton and nuclear observables. 


there are great researchers working on them 😉, new ideas 
and new/“new” data coming into the game.  


can be described by nPDFs (not the only way!).


nPDFs use the same framework as proton PDFs. 


nPDFs are much behind proton PDFs, but soon* the EIC 
(and hopefully other facilities) will help us catch up.


many different sets of nPDFs available for use. All “good” 
and in constant improvement.

* Time is relative. 32/33



Summary
Final state nuclear effects:


they exist, but most of the data comes from HI collisions 
(QGP+CNM).


SIDIS data are scarcer, and nuclear effects in SIDIS are 
under-explored.


there are many different approaches, and they all give 
reasonable descriptions of the data.


one possibility is to use nFFs, equivalent to nPDFs. 


But be careful! We can fit data  correct physics.≠
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Summary

Beware! To properly interpret calculations done with any 
set of parton distributions, you must know the details! 

Final state nuclear effects:


they exist, but most of the data comes from HI collisions 
(QGP+CNM).


SIDIS data are scarcer, and nuclear effects in SIDIS are 
under-explored.


there are many different approaches, and they all give 
reasonable descriptions of the data.


one possibility is to use nFFs, equivalent to nPDFs. 


But be careful! We can fit data  correct physics.≠
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