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Beamline Engineering drawings
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Beam Tuning: Beam to tagger dump

ics/DATA/HARP_SC. p_| _tagger_10-12-21_04:20:15.txt
Harp: tagger Counter: Upstream Left 45 profile
[ u=18.6808 + 0.00944 mm o =81.10 deg
10? o = 0.3137 + 0.00726 mm ;3%‘1‘3

Before sending the beam to the FCup the beam first sent to the Do 5002
tagger dump: W
e To make sure halo counts are not too high
® Beam positions on harps are where they are supposed to be
e The position on the tagger viewer is correct
o There was an instance when 2 A difference in the tagger Harp tagger_Counter Letty profie

u=21.5117 + 0.00833 mm
Lo = 0.3226 +, 0.00708 mm

magnet current made the significant vertical beam spot ot
[ bgripeak = 4.8e-02
shift on the tagger viewer
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[~ x%/NDF = 1.989

g
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Harp: tagger Counter: Left x profile
[ u =38.6323 + 0.00384 mm
[ 6 =0.1450 + 0.00347 mm
10? =peak_val = 206
E bgripeak = 2.6e-02
- %2/NDF = 2.008
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Beam Tuning: Beam to Faraday Cup

First week was not easy. There were significant tails at 2H02. This was fixed on Sep. 9. The throught the whole run we
didn’t have any significant issues on the beam profile on the HPS side.

Jhomelepics/DATA/HARP_SCANS//harp_2H02A harp_2H02A_09-01-21_22:59:31.txt
harp_2H02A_Counter: HPS Left y profile

= - Jhomelepics/DATA/HARP_SCANS/iharp_2H02A/harp_2H02A_09-10-21_01:58:58.txt
n= :i::;ii‘t:::‘ mm axia19dey harp_2H02A_Counier: HPS Right y profile

10° g5 =0 . e b =0.06 F 1 = 32.9689 + 0.00005 mm @ =50.40 deg
peeic val = 437204 [ o =0.0460 + 0.01235 mm a=008

10* =bar/peak = 9.3¢-06 b=0.03

J2INDF =
2INDF = 318.967 ripeak = 5.1e-04

/NDF = 163.512

No target

30 30.5 31 315 32 325 33 335 34

I E e
305 31 315 32 325 33 335 34 345 35,
Wire Y [mm]

harp_2H02A Counter: HPS Right x profile
F u = 48.4151 + 0.00005 mm
=0.0398 +0.01842 mm
peak_val = 218608
ripeak = 6.1e-04
INDF = 582.255

1t = 46.4266 + 0.00004 mm
5 = 0.0513 + 0.00916 mm
peak_val = 415714
bripeak = 1.2¢-05

¥2/NDF = 1103.464
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E. L , L | | | .
4443545485 M6 des 47 4TS 4B wlfesi?[mm] 46 465 47 475 48 485 49 495 50 505
Wire X [mm]
::';’;:;'02: n‘;;’:'”: HPS Laft 45 profile harp_2H02A Counter: HPS Right 45 profile
1 = 80.7727 + 0. mm e
F u = 8255797 + 0.00008 mm
10° 50 = E-"s‘ls ﬁ;g:ﬁ“ i, =0.0299 + 0.03963 mm
”: —e":k b peak_val = 260837
10¢ [pbgripeak = 9. bgripeak = 5.2¢-04
#*/NDF = 671.680 [ %*/NDF =9.129
10°
107
10
Bl At i de et Loyt +.
1 et o e R
- _L| L lf. 1 o i L., L
78 79 80 81 82 . 83 84 80 81 82 3 -84 8!
45 wire coordinate [mm] 45 wire coordinate [mm]
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0.01

Beam width at 2H02 and at the target

| 2HO?2 Vertical width At 2HO2 harp, the beam vertical profile was mostly under
| ’ 60um, while at the target it was mostly under 50 um.
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File: svt_top_scan_0371.asc
Analyze from HPS_t counter

HPS_SC

% top_mot_pos1 =-0.022 mm
20316507 070518 0210530 01094 Tories L @ top_mot_pos2 = 3.998 mm
fe: = top_wire_dist = 1.936 mm
2 top_beam_Y = 0.084 + 0.000330 mm
100 i top_beam_X =-0.091 + 0.002616 mm
E top_beam_cy = 0.0404 + 0.009738 mm
= 1]
L -_g top_mot_pos1 =-0.026 mm
= o top_mot_pos2 = 3.993 mm
H H L + top_wire_dist = 1.935 mm
SVT wire scan beam width % top beam.¥ - 0,086 - 0,000343 mm
5 2 top_beam_X =-0.093 + 0.002190 mm
107 g top_beam_o,, = 0.0391 + 0.010690 mm
]j [ Analyze from HPS_SC counter
L ¥ top_mot_pos1 =-0.020 mm
S0 ‘ 2 top_mot_pos2 = 4.000 mm
41 2 = top_wire_dist = 1.936 mm
10°E 3 2 top_beam_Y = 0.083 + 0.000214 mm
003 [ £ £ top_beam_X =-0.092 +0.001712 mm
[ i {{ I} {f top_beam_c, = 0.0404 + 0.009688 mm
Mﬁlﬂﬁm %@Mﬁlﬂl# lﬂkﬂ{{ 2  top_mot_pos1 =-0.024 mm
0.02 B { o top_mot_pos2 = 3.994 mm
®  top_wire_dist = 1.935 mm
= 10 T top_beam_Y = 0.085 + 0.000161 mm
IIIIHH‘HH‘\H\‘HH‘HH‘HH‘HH' ‘é IupbeamX=»0.094i0.001453mm
40 1 2 3 4 5 6 & top_beam_o, = 0.0393 + 0.021206 mm
Motor pos. (mm) E

20216502 20210536 20210530 20211034 021028



Shifting the beam up by 119 um

Up until Sept 23 we were positioning the beam on SVT at X=0£200um Y=0+50um

On Sep 23 Tim and Cameron proposed to move the beam up by 119 um in order to have an equal acceptance for

tracks in the bottom and top halves of SVT

HPS_T

HPS_SC

desired beam spot for 15 mrad
acceptance on both top and bottom
2) = (0,119 um)

o W

o b b b b b e |
® 0 1 2 3 4 5 6
Motor pos. (mm)

]

LI

Motor pos. (mm)

Fit peak + 3 bins  Fit full peak

Fit full peak

Fit peak + 3 bins

File: svt_top_scan_0342.asc

Analyze from HPS_t counter
top_mot_pos1 =-0.122 mm
top_mot_pos2 = 3.941 mm
top_wire_dist = 1.957 mm
top_beam_Y = 0.132 + 0.000359 mm
top_beam_X = 0.043 + 0.002692 mm
top_beam_o, = 0.0334 + 0.016329 mm

top_mot_pos1 =-0.121 mm
top_mot_pos2 = 3.942 mm
top_wire_dist = 1.957 mm
top_beam_Y = 0.132 + 0.000392 mm
top_beam_X = 0.043 -+ 0.002505 mm
top_beam_o, = 0.0336 + 0.016218 mm

Analyze from HPS_SC counter
top_mot_pos1 = -0.098 mm
top_mot_pos2 = 3.975 mm
top_wire_dist = 1.962 mm
top_beam_Y = 0.121 £ 0.001262 mm
top_beam_X = 0.074 + 0.011532 mm
top_beam_o, = 0.0344 + 0.016020 mm

top_mot_pos1 = -0.098 mm
top_mot_pos2 = 3.974 mm
top_wire_dist = 1.961 mm
top_beam_Y = 0.121 £ 0.001292 mm
top_beam_X = 0.072 + 0.008342 mm
top_beam_o, = 0.0340 + 0.032374 mm
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Attenuation

The beam blocker attenuation
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15

W target thikness [u m]

20

3.7 GeV at 120 nA requires the beam blocker

Before starting production runs, we calculated the
beam blocker attenuation for each target.

Significant dependence on the target thickness.
Thicker target scatters more and in addition the
magnetic field spreads them more and by pass the
beam blocker.




Beam position stability

We have about 50% better beam 1h period: 2HO02 Y positions
stability at 2HO2 compared to the
2016 run. ﬂ

e i
i
—
e
—
—
=
Y
—
——
=
T _

~15 h period on Oct 29

ZUE 2021 run
B 202 N RN
510
2000 6, =17.45um ‘;' ] )
[ 8 Yooz After long downtimes, most of the time we
ssool. E I RESS=A2 g just did one harp and SVT wire scans just
Z 6; to confirm beam position, we almost didn’t
1000~ S 4f Xono2 lose time tuning the beam
r = I RMS = 25 um
L 2_
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One pass beam

Oct-18 to Oct 25 We run one pass beam: 1922 MeV

We were able to get the beam back to FCup only couple of days after,

but it was related to various accelerator issues: LCW leak etc...

Beam quality wise: There was no any issue with the passl beam

Similar beam profile
Similar beam stability
We run 70 nA

We did not use FCup

10*

10

HPS_SC

e

Lo b b b B b b b

2 A 0 1 2 3 4 5
Motor pos. (mm)

Fit full peak Fit peak + 3 bins  Fit full peak

Fit peak + 3 bins

File: svt_bot_scan_0222.asc

Analyze from HPS_t counter
bot_mot_pos1 =-0.122 mm
bot_mot_pos2 = 4.121 mm
bot_wire_dist = 1.973 mm
bot_beam_Y = 0.095 + 0.000313 mm
bot_beam_X = 0.144 + 95.658657 mm
bot_beam_o, = 0.0393 + 0.010513 mm

bot_mot_pos1 = -0.126 mm
bot_mot_pos2 = 4.138 mm
bot_wire_dist = 1.982 mm
bot_beam_Y = 0.094 + 0.000334 mm
bot_beam_X = 0.203 + 0.002133 mm
bot_beam_o, = 0.0376 + 0.011884 mm

Analyze from HPS_SC counter

bot_mot_pos1 =-0.122 mm
bot_mot_pos2 = 4.142 mm
bot_wire_dist = 1.982 mm
bot_beam_Y = 0.095 + 0.000244 mm
bot_beam_X = 0.203 + 0.001754 mm
bot_beam_c, = 0.0391 £ 0.010600 mm

bot_mot_pos1 = -0.126 mm
bot_mot_pos2 = 4.138 mm
bot_wire_dist = 1.982 mm
bot_beam_Y = 0.094 + 0.000127 mm
bot_beam_X = 0.203 + 0.001645 mm
bot_beam_o, = 0.0374 + 0.023626 mm

10°

10

10*

10°

/home/epics/DATA/HARP_SCANS//harp_2H02A’/harp_2H02A_10-21-21_05:22:16.txt
hai i

rp_2HO02A Counter: HPS Right y profile

=32.9827 + 0.00010 mm
¢ =0.0605 + 0.00583 mm
peak_val = 95991

bgripeak = 6.9e-04

72/NDF = 70.133

o =78.91 deg
a=0.09
b=0.03

harp_2H02A Counter: HPS Right x profile

=47.7858 + 0.00006 mm
© =0.0221 + 0.08553 mm
- peak_val = 124715

[” bgripeak = 5.5e-04
E72/NDF = 34.577

T

]
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harp_2H02A Counter: HPS Right 45 profile

49 495 50
Wire X [mm]

L u =82.2098 + 0.00011 mm
E 6 =0.0534 + 0.00821 mm
[ peak_val = 98917

[ bgripeak = 6.6e-04

72/NDF = 96.375

T
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Beam time structure

Beam Current: Beam Time Structure - Channel 0 | Menu 09/19/2021 08:16:38

5.8937E5

TS iy L
kilohertz
Max Frequencies (10 kHz - 10 MHz) Max Frequencies (10 kHz - 1 GHz)
frequency (kHz) amplitude frequency (kHz)  amplitude
#1 1.26953E2 1.42445E-1 #1 1.26953E2 1.42445E-1
#2 1.36719E2 1.30255E-1 #2 2.40042E6 1.40432E-1
#3 2.63672E2 1.27440E-1 #3 1.76618E6 1.33807E-1

#4 1.23047E3 1.27403E-1 #4 2.23296E6 1.33624E-1

Beam Current: 125.09 Beam Time Structure - 0 09/25/2021 03:57:47

AQ St m Config oulser

seq Reading  [BEEEEE]  Tics per Bin 1 0. Dwell

Read: 2333

BinSizer 1953125 ps Prescale;

Time Between Hits

1.8737E4
3.2646E6

5.50005 Hz

1
microseconds

Max Frequency (10 kHz - 10 MHz): 1.26953E2 kHz

kilohertz




Issues

® Chicane improperly rumped up
e BPM freeze out
® \acuum
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Chicane

150
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2500,00
9925.0 }

Only Frascati field is affected.

Note: those runs are still valid
runs, but might need special MC,
and perhaps different cuts for
Beam Spot Constrain candidates.

On Sep. 22, after mis-powering the chicane

12

16 prod. runs affected,
and highlighted in the
run spreadsheet.



Beam position freezout

v
IPM2HO02.XPOS 1SB2HOOIHALORATEC
o sealereseb
08l 2021-10-21 20:54:05.0 <
IPM2H02.XPOS
IPM2H02.YPOS
scaler_calclb

IPM2H02.YPOS

-1.1636
2021-10-21 20:54:45.0
12 WMRMWW

scaler_calclb

705072
2021-10-21 20:54:01.9
14F FCUP_Current

L L L L L L
2021-10-21 2021-10-21 2021-10-21 2021-10-21 2021-10-21 2021-10-21
20:55:00.00 21:00:00.00 21:05:00.00 21:10:00.00 21:15:00.00 21:20:00.00

This issue occurred during previous runs as well.

MCC folks with Calvin installed poly blocks in front of BPM receivers, thinking this might be a radiation issue, though it
didn’t actually help.

\
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Vacuum issues

2HO00 pump failed on Nov.4. Within a week we got a good vacuum again.

v
HB-BEAMLSCAN
HB-BEAM:SCAN
HEs T

VCG2HO2ATr
VCG2HO1ATr
VCG2HO0ATr
VCG2C21ATr

14

. " PO
MV s " 1 [Ahss R HAR
0 "} v A‘\ -
e e sansy S e
2021-11-03 2021-11-04 2021-11-04
23:00:00.00 01:00:00.00 03:00:00.00

Jefggon Lab



Summary

e \ery good beam profile throughout the entire run
o 6,<50um
o Beam stability < 10 um

e Most of the time we just did single harp and SVT wire scans just to confirm beam
profile

e No significant downtime because of the beamline
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