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What are you irying to do?

1) Develop ML capabilities for time series analysis and prediction:
a) Develop ML models with multiple timescales to predict failure scenarios

b) Develop ML-based models for anomaly detection, component
degradation forecasting and beam component optimization

c) Develop robust and safe model predictions with uncertainty quantificatior

2) Demonstrate Objective (1) on the SNS accelerator and target systems

How is it done today, and what are the limits of current
practice?

1. Collection of threshold alarms
2. Does not forecast any upcoming faults in time to be actionable
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What is new in your approach and why do you think it will b

s U C C eSSfU I ? Anomaly Type #1 Anomaly Type #2
sssss \obablllty, Deterministic Model . icti
|

* Provide a model that captures the in-domain
vs. out of domain uncertainty

Who case?

o Directly related to the effort is SNS and BES o

« Any critical for real-world applications y i i . i

robability, Deep ensemble
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Image #1
Encodings

Machine Learning: M e
Classification vs. Similarity -~ |—

A

° We are USing d SK] mese mOdel Since we Shared weights > euclidean_distance(hl, h2) — sigmoid —» (.98

want to focus on the similarity between a image #2 { ii sieilarity
reference pulse and the current pulse W — J
o « . ) ’ h(image2)
o Slamese model does not explicitly model the L
classification but focuses on the similarities Lot
« Embedding is done using a ResNetCov1D T [one 800001 ] [ impuc | ((Nowe 50000, 1)
fnput_2: ‘nputL.ayer output: | [(None, 80000, 1)] tnpul_3: ‘nputL.ayer output: | [(None, 80000, 1)]
_ input: | [(None, 80000)] \ /
dense_input: InputLayer
output: | [(None, 80000)] Res 1D Functional input: | (None, 80000, 1)
l es1h: Funetiona output: (None, 157)
4 b input: | (None, 80000) l
ense: Dense :
output: | (None, 1000) FewShotDiff: Lambda lniml; l(NOﬂC-(Ilq57), (11‘150711)& 157)]
l output: one,
dense_1: Dense HpUE | Choney OO linpul: (None, 157)
- output: | (None, 100) dropout_1: Dropout
l output: | (None, 157)
dense_2: Dense e St FewShotEncoding: Dense input: | (None, 157)
output: (None, 1) output: (None, 1)
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Results of the UQ-based Siamese Model :...
- We enhanced our Siamese model by adding GP layer providing an 2 o6
uncertainty estimate ;‘; -------- ‘
- The Siamese model as ~4x better performance than the previous RF z e elan
results E o2 T mbmouc-os
« The ROC curves shows nearly the same level of performance (not = . ——  Before <4 (AUC = 0.69)
optimized) %0 o2 o0s os os 10

False Positive Rate (Positive label: 1)

-  We introduced an out-of-domain anomaly, labelled 1111 (red), the
UQ-based model correctly identified the anomaly and indicated high
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uncertainty (as expected)
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Thank you

Uncertainty aware anomaly detection to predict errant beam pulses in the SNS
accelerator
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High-power particle accelerators are complex machines with thousands of pieces of equipment
that are frequently running at the cutting edge of technology. In order to improve the day-to-day
operations and maximize the delivery of the science, new analytical techniques are being explored
for anomaly detection, classification, and prognostications. As such, we describe the application
of an uncertainty aware Machine Learning method, the Siamese neural network model, to predict
upcoming errant beam pulses using the data from a single monitoring device. By predicting the
upcoming failure, we can stop the accelerator before damage occurs. We describe the accelerator
operation, related Machine Learning research, the prediction performance required to abort beam
while maintaining operations, the monitoring device and its data, and the Siamese method and
its results. These results show that the researched method can be applied to improve accelerator
operations.

Keywords: accelerator, beam current, anomaly prediction, machine learning, Siamese neural network

ph] 22 Oct 2021

OAK RIDGE | spaLLaTion )
%National Laboratory ggH;EgN \ggtgpson Lab




