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Al for Science Report

“New Deep Learning methods are required to
detect anomalies and optimize operating SCIENCE

” RICK STEVENS

parameters P VALERIE TAYLOR
Argonne onal Laboratory

July 22- )19

JEFF NICHOLS
R

‘... move from human-in-the-loop to Al-driven
design, discovery, and evaluation also manifests
across the design of scientific workflows,
optimization of large-scale simulation codes, and
operation of next generation instruments.”

- Excerpts from the
Executive Summary
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Recent Activities

Al Town Hall:

* The recent AI/ML work in the experimental Halls, specifically
Halls B and D, have shown promising results in areas such as
anomaly detectlon reconstruction, data driven generators, etc.

o Augmenting these techniques with uncertainty quantification
would provide a robust and actionable techniques with a
quantifiable levels of confidence

o Including know physics constraints and PDEs would also
provide additional robustness in the model predictions

Unclear how the models are shared across experimental Halls

Side meeting with Marco on Hall B provide invaluable
information for AI/ML report

Side meeting with Thia and Ole for Hall A resulted in some
interesting opportunities for ML

Work across the experimental Halls, when possible, to maximize
scientific productivity
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Understand what your model knows and doesn’t know

Different method yield vastly different
classification predictions, some examples:

— Deterministic

— MC Dropout

— Deep Ensemble

— Gaussian Processes

— Bayesian Neural Networks
 Different models architectures can yield

better results if you do not know all
classifications

Class Probability, GP (Normalized) Predictive Uncertainty, GP
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TaIking Eoints

m Complicated

Datasets repository

Machine learning model X

repository

Machine learning provenance X
Data science workflow tools X
Digital Twin

Scaling Al/ML workflow

Additional considerations
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An example of a data science pipeline

« What questions are we trying to answer with the data?
« Do we have the right data?
« What do we know about the data?

« Can we learn something from the data before using machine
learning (ML) techniques?

Dataset Models Workflow/Tools
DEIE! ML Trainin
Data Source : .. g
Preparation Applications Tools
e  Real or synthetic e Data cleaning e Classification e Cross-validation e  Predictions
e Quality e Datarestructuring e  Regression e HPO e Confidence Level
e Dimensionality e  Correlations e  Clustering e  Explainability
e Format e Dynamics e  Feature extraction
e Density e  Visualization
e Size
) . , 2
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Across the Halls: Dataset

» JLab has a precious datasets that can be used for
algorithm development

« Similarly, the ongoing efforts in AI/ML at JLab can be
leverage to accelerate the science in other Halls

» Other national laboratories are developing frameworks
to capture elements of ML such as the dataset

» We should develop a private collection JLab specific
datasets that will allow us to easily collaborate and
quickly evaluate algorithms

Datasheets for Datasets

Machine Learning Reposi

Center for Machine Learing and Inflig

TIMNIT GEBRU, Google
JAMIE MORGENSTERN, Georgia Institute of Technology
BRIANA VECCHIONE, Cornell University

Welcome to the UC Irvine Machine Learning Repository!

e el o Sl Y Sl s o el versionies. JENNIFER WORTMAN VAUGHAN, Microsoft Research
Supored By — HANNA WALLACH, Microsoft Research
— p—— HAL DAUME IIl, Microsoft Research; University of Maryland

09:24:2018: Weloome 0 the new Reposiory admins Dheeru Dua and Efi Karra Taniskidou!
04:04:2013: Weloome 0 the new Reposiory admins Kevin Bache and Moshe Lichman!
03:01:2010: Nl flom donor regarding et data

10:6:2009: Two new data sets have been added.

09-14:2009: Severaldata ses have been added.

03:24:2008: New data ses have been added!

06:25-2007: Two new data sefs have been added: U Pen Characters, MAGIC Gamma
Telescope

Featured Data Set: M. Tuberculosis Genes

I Data Type: Relational

Data tuberc
larty to other genes) and

en ‘and function (i known)
are orovided
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04-20-2021: Wikipedia Math Essentials
04-20-2021: D Wikipedia Math Essentials
0247.2021: ‘Hungarian Chickenpox Cases
12-09-2020: Myocardial infarction complications.

1003:2020:

Envisioning Meeting

KATE CRAWFORD, Microsoft Research; AI Now Institute

The machine learning community currently has no standardized process for docu-
menting datasets, which can lead to severe consequences in high-stakes domains. To
address this gap, we propose datasheets for datasets. In the electronics industry, every
component, no matter how simple or complex, is accompanied with a datasheet that
describes its operating characteristics, test results, recommended uses, and other infor-
mation. By analogy, we propose that every dataset be accompanied with a datasheet
that documents its motivation, composition, collection process, recommended uses,
and so on. Datasheets for datasets will facilitate better communication between dataset
creators and dataset consumers, and encourage the machine learning community to
prioritize transparency and accountability.
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Microbiome Learning Repo (ML Repo): A public
repository of microbiome regression and
classification tasks @

Pajau Vangay, Benjamin M Hillmann, Dan Knights =

GigaScience, Volume 8, Issue 5, May 2019, giz042,
https://doi.org/10.1093/gigascience/giz042
Published: 26 April 2019  Article history v
PDF  WESplitView . Annotate ¢ Cite

A Permissions  «§ Share v

Abstract

The use of machine learning in high-dimensional biological applications, such
as the human microbiome, has grown exponentially in recent years, but
algorithm developers often lack the domain expertise required for
interpretation and curation of the heterogeneous microbiome datasets. We
present Microbiome Learning Repo (ML Repo, available at https://knights-
lab.github.io/MLRepo/), a public, web-based repository of 33 curated
classification and regression tasks from 15 published human microbiome
datasets. We highlight the use of ML Repo in several use cases to demonstrate
its wide application, and we expect it to be an important resource for algorithm
developers.

BOOSTR: A Dataset for Accelerator Control
Systems (Partial Release 2020)

Kafkes, Diana;

St. John, Jasor

BOOSTR (Booster Operation Optimization Sequential Time-Series for Regression) was created to provide cycle-by-cycle
time series of readings and settings from instruments and controllable devices of the Booster, the 15~Hz Rapid-Cycling
Synchrotron (RCS) at Fermilab. We are preliminarily releasing one day of it in the hopes that it— and future versions of it—
can be used as a dataset to demonstrate other aspects of artificial intelligence for advanced control systems. For more
information, please see our accompanying Datasheet.

Preview v

i} L 4 ¥ Page 106 — 4 AutomaticZoom:

dan »

BOOSTR: A Dataset for Accelerator Reinforcement Learning Control

Diana Kafkes, Jason St. John
Particle Physics Division & Accelerator Division
Fermi National Accelerator Laboratory
Batavia, IL 60510, USA

L WHAT 1S A DATASHEET?

This datasheet follows the rubric developed and
delineated by T. Gebru et al. in "Datasheets for Datasets”,
arXiv:1803.09010v7, 202003/19(1). The questions posed
here are the ones listed in that paper.

B. Has the dataset been used already? If so, where are
the results so others can compare (c.g.. links 1o published
papers)?

This dataset is being published as a prelude to Real-
time Artficial Intelligence for Accelerator Control: A Study
at the Fermilab Booster (paper in preparation) in which
our group demonstrates the viability of accelerator control
through reinforcement learning capabilities detailed above,
using this single day of accelerator data.

II. MOTIVATION FOR DATASHEET CREATION

J ff.e-r:son Lab
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Example questionnaire

How was the data collected and labeled?
— Real world data is messy!
— It will have missing/noisy data that you will need to account for.

How was it curated?
— Data curation is the organization and integration of data collected from various sources.
— Do the various sources of data need to be temporally aligned?

What are the data formats for your study?

— Images (tracks and noise), temporal (time series data), categorical (ex: labels A-Z), ordinal
(ex: ranking between 1-5)

What is the dimensionality of the data sources?
— High dimensional (ex: images)
— Low dimensional (ex: single variable sensor)

How many samples do you have?
— Large number of samples (>10k): Google images or large time series data
— Limited: A few experimental measurements and/or simulation samples

Does the data capture the dynamics (physics) of interest or are they distinct samples?
What are the input and output features of interest?

2
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Across the Halls: ML repositories

JLab scientist are developing a lot of ML models from scratch
There is no central system to find exiting models and to share a newly developed models

For example, Hydra leverages an pre-designed model from keras-applications for anomaly
detection

— Additional changes/extensions to the model is possible to improve performance

Other national laboratories are developing frameworks to capture elements of ML models
and associated meta-data

We need a common repository to capture the ML provenance for all models used for
operations

We can use use the datasets repository to validate the ML model and provide a simple
interface for visualization

DLHub
Data and Learning Hub for Science
ke ra S e t e a m /ke ras — A simple way to find, share, publish, and run machine
learning models and discover training data for science
u | ]
applications Documenato
Read the Docs Examples { Python SDK ]
Reference implementations of popular deep
| : d | DLHub Models
earnlng Reasis. Browse Models
Papers and Presentations
[ A DLHub Paper l [ A DLHub Slides /7
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Data science workflows and services

etc.

— We don’t want to do this manually!!!
» Extend workflows to include edge computing and new computing

mlflow

architectures

A4

rperimental phoce KU befl O

oooooo lw

Ittt g

Id ntify problem
d ollect and

nalyse data hyperp aaaaaaaa

Production phase

Serve the model
s Train model e for online/batcl

===s Transform data
prediction performance
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Develop a dev/ops workflow to allow exploration of SOTA ML packages
Provide a workflow to perform hyper-parameter scans, model stability tests,

Leverage the GPU farm with near real-time model building (eye to HPDF)

MLflow Tracking

Record and query
experiments: code, data,
config, and results

Read more

MLflow Projects

Package data science code
in aformat to reproduce
1uns on any platform

Read more

MLflow Models

Deploy maching learing
models in diverse sening
environments

Read more

Model Registry

Store, annotate, discover,
and manage models ina
central repository

Read more
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Moving towards automation

 Digital Model: a digital version of a pre-existing or planned
physical object

 Digital Shadow: digital representation of a physical object with a
one-way data flow from the physical to digital object

 Digital Twin: data flows between a physical object and a digital
object are fully integrated and bilateral

Digital Model Digital Shadow Digital Twin

R Physical Object £o8 R Physical Object
MR  Digital Object il IS Digital Object

............................. > o

Physical Object

Digital Object

Manual Data Flow Automatic Data Flow
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Motivation: Digital twin application examples

 Digital Twin provides the ability to conduct analytical studies without impacting
the physical system, for example:

— Statistical analysis:
» Box plots (mean, median, quantiles, etc.)
* Threads

— Time series forecasting:
« Gaussian Processes
* Quantile Models
* Recurrent Neural Networks

— Anomaly detection and classification
 Random Forest
» Deep Neural Network
» Siamese Networks

— Forecasting component fatigue and failures
* Physics based models

» Depending on time budget for actionable responses, these studies can be
performed on the edge (FPGAs) or on HPC systems
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Integrating digital twin into the analytics workflow

A FLUX
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Monitoring & Anomaly Detection
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Extending digital twin and analytics for control workflow

o

Best or Hierarchical Agent

ACTION ACTION

@

Agent #2

é

ENVIRUNMENT

ENVIRUNMENT

ent #1

Analytics

'

Digital Twin

Physical Object

Digital Object

111

Traces, etc.

Run simulations

STATE, REWARD STATE, REWARD

Monitoring & Anomaly Detection
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Scaling workflow on HPC system

ACTION
e Digital Object is interfaced with industry standard s
OpenAl gym environment
e To accelerate the data generation we developed a
MPI-based framework EN‘"RU:‘MENT
STATE, REWARD

e We created an agent that maps the action-reward
for all simulations

e A production job split the MPI communications
between the agent and each Digital Object

' t
environmen Agent (BO, RL, etc.)
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Additional considerations

- Safety: We need to ensure that the actions provided by the Al-
based controller are within “safe” parameters.

* Robustness: Understanding how the Al-based control behaves in
the presence of unexpected changes in the input state
— Models robustness - loss landscape, etc.
— Impact from noisy and/or dead sensors
— Adversarial techniques
« Explainability: With all AI/ML models we need to understand why
the model made a given prediction:
— Saliency maps
— Hierarchical models
« Continuous learning: The underlying system dynamics can
change over time. We need to evaluate the current states to

previous states to determine if there has been any notable change
that would require the model to be updated

« Computing infrastructure: Data-intensive workflow, data
movement (DTNs, Wired/Wireless), processing architecture
(FPGA, GPU, etc.)
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Safety Agent
ACTION
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AGENT ENVIRONMENT
STATE REWARD l

Robustness Agent
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Grand Challenges

. chc;rporate domain knowledge and Uncertainty quantification
Transform the operation of accelerators, detector, compute
systems:
o Fully realized digital twin to provide continuous accelerator and
detector monitoring, fault detection, and optimization
Scaling Current ML tools:
o Scalable high dimension optimization problem (ex: EIC work)
o Parallelize GAN workflows

Data Analysis
o Edge analysis and improved reconstruction (tracking, PID, etc.)
o Integrated exp/theory ML models to solve challenging inverse
problems
Data management:
o Develop ML-based data discovery (similarity score and clustering)

Incorporate new techniques, such as Graph NN, to ML workflow
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