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Motivation 
• Concepts of trigger-less readout and data streaming will produce  large data volumes being read from the detectors. 

• Many tasks could be solved using modern Machine Learning (ML) algorithms which are naturally suited for FPGA architectures.

• The growing computational power of modern FPGA boards allows us to add more sophisticated algorithms for real time data processing.

Level 1 works with Regional and sub-detector 
trigger primitives,  typically uses custom hardware 
with ASICs or FPGAs   (decision ~4 !s)

High Level Trigger (HLT), uses commercial CPUs to 
process the filtered data in software. 
(decision ~100 000 !s )

Using ML on FPGA many tasks from HLT  can be 
performed  at  Level 1

Fast Machine Learning,10-13 September 2019, Fermilab
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Hall-D ML filter design test setup
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F. Barbosa,  L. Belfore (ODU),  C. Dickover,  C. Fanelli (MIT), Y. Furletova,  L. Jokhovets (Jülich Research Centre, 

Germany), D. Lawrence,  D. Romanov  
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ML in EIC  readout 
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✦ The correct location for the ML on the FPGA 
filter is called "FEP" in this figure.

✦ This gives us a chance to reduce traffic earlier.

✦ Allows us to touch physics: ML brings 
intelligence to L1.

✦ However, it is now unclear how far we can go 
with physics at the FPGA.

✦ Initially, we can start in pass-through mode.

✦ Then we can add background rejection.

✦ Later we can add filtering processes with the 
largest cross section.

✦ In case of problems with output traffic, we can 
add a  selector for low cross section processes.

✦ The ML-on-FPGA solution complements the 
purely computer-based solution and mitigates 
DAQ performance risks.
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ML FPGA Core for TRD  PID

• Using HLS significantly  decreases development time. (at the cost of lower efficiency  of use of FPGA resources)

TRD 
ML Core

DSP utilization 21%

Latency = 75ns
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GEMTRD tracking with HLS4ML package
• A  package hls4ml is developed based on High-Level Synthesis (HLS) to build machine learning models in FPGAs. 

article: J. Duarte et al 2018 JINST 13 P07027 

GEM-TRD can work as mini TPC, 
providing 3D track segments

✦ Clustering
✦ Pattern recognition
✦ ML Track fitting
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ML for Calorimeter e/pi separation
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Outlook
• An FPGA-based Neural Network application would offer online event preprocessing  and allow for data reduction 

based on physics at the early stage of data processing.
• The ML-on-FPGA solution complements the purely computer-based solution and mitigates DAQ performance risks.
• FPGA provides extremely low-latency neural-network inference on the order of 100 nanoseconds. 
• The unified design will make it easy to increase the processing power by adding ML algorithms:

• from the pass-through  to  trigger mode  and finally to physics filter mode.

• The ultimate goal is to build  a real-time event filter based on physics signatures.
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Backup
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GEMTRD offline analysis

• For data analysis we used a neural network library provided  by  root /TMVA package :  
MultiLayerPerceptron (MLP) 
• All data was divided into 2 samples:  training and test samples
• Top right plot shows neural network output for single module:

Ø Red - electrons with radiator
Ø Blue – electrons without radiator
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GEMTRD  neural network optimization
Full size neural network, 

accuracy-optimized.

Latency = 75ns

DSP utilization 10%

Size-optimized neural network

Latency = 85ns

DSP utilization 2%
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Compute Node (PXD,Belle II) 

• The pixel detector of Belle II with its ~ 8 million channels will 
deliver data at rate of 22 Gbytes/s  for a trigger rate of 30 kHz

• A hardware platform capable of processing this amount of 
data is the ATCA based Compute Node. (Advanced 
Telecommunications Computing Architecture).

• A single ATCA crate can host up to 14 boards interconnected 
via a full mesh backplane.

• Each AMC board is equipped with 4  Xilinx Virtex-5 FX70T 
FPGA.
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ADC based DAQ for PANDA STT

6. June 2018 Seite 
13

• 160 Amplifiers;
• 5 connectors for 32-

pins samtec cables

Level 0  Open VPX Crate
ADC based DAQ for PANDA STT (one of approaches):
• 160 channels (shaping, sampling and processing) 

per payload slot, 14 payload slots+2 controllers;
• totally 2200 channels per crate;
• time sorted output data stream (arrival time, energy,...)
• noise rejection, pile up resolution, base line correction, ..

Powerful Backplane 
up to 670 GBs

• 40 4-channel ADCs 
(configurable up to 1 GSPS);

• Single Virtex7 FPGA

L. Jokhovets, P Kulessa ..

✦ All information from 
the straw tube tracker 
is processed in one unit.

✦ Allows to build a 
complete STT event.

✦ This unit can also be 
used for calorimeters 
readout and processing.

✦ The design makes it 
easy to add ML-FPGA to 
data processing.


