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Abstract. The high-energy physics community is investigating the potential of
deploying machine-learning-based solutions on Field-Programmable Gate Ar-
rays (FPGAs) to enhance physics sensitivity while still meeting data processing
time constraints. In this contribution, we introduce a novel end-to-end proce-
dure that utilizes a machine learning technique called symbolic regression (SR).
It searches the equation space to discover algebraic relations approximating a
dataset. We use PySR (a software to uncover these expressions based on an
evolutionary algorithm) and extend the functionality of hls4ml (a package for
machine learning inference in FPGAs) to support PySR -generated expressions
for resource-constrained production environments. Deep learning models often
optimize the top metric by pinning the network size because the vast hyperpa-
rameter space prevents an extensive search for neural architecture. Conversely,
SR selects a set of models on the Pareto front, which allows for optimizing the
performance-resource trade-off directly. By embedding symbolic forms, our
implementation can dramatically reduce the computational resources needed to
perform critical tasks. We validate our method on a physics benchmark: the
multiclass classification of jets produced in simulated proton-proton collisions
at the CERN Large Hadron Collider. We show that our approach can approx-
imate a 3-layer neural network using an inference model that achieves up to a
13-fold decrease in execution time, down to 5 ns, while still preserving more
than 90% approximation accuracy.

1 Introduction

Symbolic regression (SR) is a machine learning technique that seeks to discover math-
ematical expressions that best fit a dataset. The outcome of SR is an analytic equation that
captures the underlying patterns and relationships within the data. As the equations are in-
terpretable, SR can provide valuable insights into natural sciences, including high-energy
physics (HEP). Furthermore, by allowing the selection of models on the Pareto front, SR
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enables the optimization of the performance-resource trade-off, making it a promising alter-
native to other machine learning methods, especially deep learning models. This is a crucial
feature in the context of the Large Hadron Collider (LHC) experiments, which must process
proton-proton collisions at a 40 MHz rate and tens of terabytes of raw data per second. This
extreme data rate and the current size of the buffering system impose a maximum latency of
O(1) µs for the real-time classification and filtering of data at the edge (or the trigger sys-
tem) [1–4]. In these conditions, lightweight algorithms running on custom hardware such as
Field-Programmable Gate Arrays (FPGAs) for ultra low-latency inference are desired.

In this paper, we extend the functionality of the hls4ml * [5, 6] (High Level Synthesis
for Machine Learning) framework to provide parsing capabilities for the equation chosen by
SR and High Level Synthesis (HLS) support for mathematical functions. Our implementa-
tion is validated on a physics benchmark, demonstrating the effectiveness and potential of
this approach to address the challenges faced by the HEP community. For generating the
expressions, we have chosen to utilize PySR † [7], an open-source software tool for SR that
employs an evolutionary algorithm. PySR offers a comprehensive implementation of SR and
is built on Julia but interfaced from Python, making it easily accessible and usable for prac-
titioners in a wide range of fields, including HEP. An example code is available on github ‡.
The remainder of this paper is structured as follows. Section 2 introduces the dataset and
the baseline model. Section 3 presents our implementations and results. Lastly, Section 4
summarizes the work and suggests future directions.

2 Benchmark and Baseline

To demonstrate the application of SR, we choose the jet identification problem from the
HEP field. A jet refers to a narrow cone of outgoing particles, and the process of identifying
the original particle that initiated this collimated shower of particles with adjacent trajectories
is called jet tagging. Jets are central to many physics data analyses at the LHC experiments.
The data for this case study are generated from simulated jets that result from the decay
and hadronization of quarks and gluons produced in high-energy collisions at the LHC. The
task is to tag a given jet as originating from either a quark (q), gluon (g), W boson (W), Z
boson (Z), or top quark (t). The dataset is publicly accessible from Zenodo [8]. A variety
of jet recombination algorithms and substructure tools are implemented to build a list of 16
physics-motivated expert features:
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, where the description of each of these variables is presented in

Ref. [9]. The anti-kT algorithm [10] with a distance parameter of R = 0.8 is used to cluster
all jets. A cut on the reconstructed jet pT is applied to remove extreme events from the
analysis [6]. More detailed descriptions of the dataset can be found in Refs. [6, 9, 11].

The architecture of the baseline model is adopted from Ref. [6], which is a fully connected
Neural Network (NN) consisting of three hidden layers of 64, 32, and 32 nodes, respectively,
and ReLU activation functions. The input layer takes the 16 high-level features as input,
and the output layer consists of five nodes with a softmax activation function, yielding the
probability of a jet originating from each of the five classes. This architecture was chosen to
provide reasonable performance (75% overall accuracy and 90% per class accuracy) while
keeping the model lightweight [6, 12–14]. The model is trained with QKeras §, where the
kernel weights, biases, and activation functions are quantized to a fixed precision and con-
strained during weight optimization, called quantization-aware training (QAT) [12]. This is
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necessary since post-training quantization (no fine-tuning) results in reduced accuracy. The
baseline models presented in Section 3 are fine-tuned for each precision considered. For
evaluation, the model is converted to HLS firmware using hls4ml .

3 Implementations and Results

To deploy symbolic expressions on FPGAs, we use the hls4ml library. We extended
hls4mlwith support for expressions through the Xilinx HLS math library. To further opti-
mize resource utilization and reduce latency, we added functionality to enable approximation
of mathematical functions with lookup tables (LUTs). The comparison of LUT-based func-
tions with HLS math library functions is illustrated in Fig. 1. We use ⟨B, I⟩ to denote fixed
point precision, where B is the total number of bits allocated or bit width, and I is the number
of integer bits.
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Figure 1. The sine (left) and tangent (right) functions evaluated with and without the use of LUTs,
implemented in HLS with precision ⟨12, 6⟩, i.e., 12 bits variable with 6 integer bits. The LUT notation
reads: [range start, range end; table size] for table definition. The lower panel shows the function
deviation from the truth.

In the following experiments, we apply SR to fit the LHC jet dataset and demonstrate its
resource efficiency in the context of FPGA deployment. We consider models of five inde-
pendent algebraic expressions as functions of the 16 high-level input features, ŷ = s(x) with
s : R16 → R5, where the inputs are standardized and the outputs ŷ correspond to the score
for one of the five jet classes. A jet is identified as the class whose tagger yields the highest
score.

The search for expressions is performed using the PySR package. It uses an evolutionary
algorithm to construct symbolic expressions, by growing the tree structure using combina-
tions of constants, variables, and operators (+, -, ×, /, (·)2, sin(·), etc.). The search starts
from a random combination without requiring a priori knowledge of the underlying func-
tional form. Expressions are evaluated by a specified metric, and the best ones are passed



on to the next generation, where mutation (selecting one node to modify) and crossover
(swapping the subtrees of two solutions) can take place to explore more combinations. The
PySRmeasure of complexity, denoted as c, is set to 1 by default for each constant, variable,
and operator included in an expression. The complexity of an expression is the sum of the
complexity of all its components. We set the model selection strategy so that the candidate
model with the lowest loss will be selected regardless of complexity, as long as it does not
exceed the maximum value, cmax, of our choice. In this setting, the algorithm attempts to
solve the following optimization problem for the dataset {(xi, yi)} with each input xi ∈ R16

and label yi ∈ R5:
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where Scmax is the space of equations (i.e., h f : R16 → R) with complexity ranging from 1
to cmax satisfying all constraints specified in the configuration (choice of operators, function
nesting, etc.). We use the L2 margin loss, ℓ given by

ℓ(ŷ f , y f ) = (1 − ŷ f y f )2, with label y f =

+1, if f corresponds to the true jet class
−1, otherwise

. (2)

The selection of this loss is due to its domain being R2, since the model outputs are not
restricted to any fixed range.

The downside of using evolutionary algorithms for SR is that it is a complex combi-
natorial problem which does not scale well to high-dimensional datasets. To alleviate this
challenge, PySR uses a random forest regressor to evaluate the relative importance of each
input feature. We ask PySR to select 6 out of the 16 inputs available for model training in the
following experiments.

For resource estimation, each model is converted to FPGA firmware using hls4ml , which
is then synthesized with Vivado HLS (2020.1) [15], targeting a Xilinx Virtex UltraScale+
VU9P FPGA with part number ‘xcvu9p-flga2577-2-e’. All results are derived after the HLS
compilation step. The clock frequency is set to 200 MHz (or clock period of 5 ns), which is
typical for the LHC real-time trigger environment [1–4]. The initiation interval is set to 1.
In the following studies, we monitor the accuracy, latency, and resource usage (digital signal
processors, or DSPs, and LUTs) to compare the models.

3.1 Plain implementation

We first study models with a single class of mathematical functions: polynomial, trigono-
metric, exponential, and logarithmic. For the polynomial model, only arithmetic operators
are considered: +, -, and ×. For other models, an additional operator is added, respectively:
sin(·) for trigonometric, Gauss(·) = exp(−(·)2) for exponential, and log(abs(·)) for loga-
rithmic. For simplicity, function nesting (e.g., sin(sin(·))) is not allowed. Each operator has
a complexity of 1 by default. Searches are repeated for cmax = 20, 40, and 80, to observe how
model accuracy and resource usage change with model size. Table 1 shows the expressions
per class for the trigonometric model with cmax = 20. Table 2 shows expressions for the t
tagger in all models with cmax = 40. Accuracy is shown in Fig. 2. FPGA resource usage and
latency are shown in Fig. 3.

3.2 Function approximation with LUTs

Based on the models in Section 3.1 (except for the polynomial), we approximate all math-
ematical functions with LUTs and perform the analysis again. In Fig. 2 and 3, these models



Tagger Expression for the trigonometric model with cmax = 20 AUC

g sin(−2Cβ=1
1 + 0.31Cβ=2

1 + mmMDT +Multiplicity − 0.09Multiplicity2 − 0.79) 0.897
q −0.33(sin(mmMDT) − 1.54)(sin(−Cβ=1

1 +Cβ=2
1 +Multiplicity) − 0.81)sin(mmMDT) − 0.81 0.853

t sin(Cβ=1
1 +Cβ=2

1 − mmMDT + 0.22(Cβ=2
1 − 0.29)(−Cβ=2

1 +Cβ=1
2 −Multiplicity) − 0.68) 0.920

W −0.31(Multiplicity + (2.09 −Multiplicity)sin(8.02Cβ=2
1 + 0.98)) − 0.5 0.877

Z (sin(4.84mmMDT) + 0.59)sin(mmMDT + 1.14)sin(Cβ=2
1 + 4.84mmMDT) − 0.94 0.866

Table 1. Expressions generated by PySR for the trigonometric model with cmax = 20. The operator
complexity is set to 1 by default. Constants are rounded to two decimal places for readability. The area

under the receiver operating characteristic (ROC) curve, or AUC, is reported.

Model Expression for the t tagger with cmax = 40 AUC

Polynomial Cβ=2
1 + 0.09mmMDT(2Cβ=1

1 + Mβ=2
2 − mmMDT −Multiplicity − (1.82Cβ=1

1 − Mβ=2
2 )(Cβ=2

1 − 0.49mmMDT) − 3.22) − 0.53 0.914
Trigonometric sin(0.06(

∑
z log z)Mβ=2

2 − 0.25Cβ=2
1 (−Cβ=1

1 + 2Cβ=2
1 − Mβ=2

2 +Multiplicity − 8.86) − mmMDT + 0.06Multiplicity − 0.4) 0.925
Exponential 0.23Cβ=1

1 (−mmMDT + Gauss(0.63Multiplicity) + 1) − Gauss(Cβ=1
1 ) + 0.45Cβ=2

1 − 0.23mmMDT 0.920
+ 0.23Gauss((4.24 − 1.19Cβ=1

2 )(Cβ=2
1 − mmMDT)) + 0.15

Logarithmic Cβ=2
1 − 0.1mmMDT(Multiplicity × log(abs(Multiplicity)) + 2.2) − 0.02log(abs(Multiplicity)) 0.923
− 0.1(Cβ=2

1 (Cβ=1
1 − 1.6Mβ=2

2 + mmMDT + 1.28) − mmMDT − 0.48)log(abs(Cβ=2
1 )) − 0.42

Table 2. Expressions generated by PySR for the t tagger in different models with cmax = 40. Operator
complexity is set to 1 by default. Constants are rounded to two decimal places for readability.

correspond to the dashed lines. Compared to the baseline, the resource usage is dramatically
reduced for all SR models, especially for those applying function approximation, sometimes
with several orders of magnitude improvements. Besides, SR models require significantly
shorter inference time than the baseline, while having minimal drop in accuracy. In particu-
lar, the inference time is reduced to as low as 1 clock cycle (5 ns) in certain scenarios in the
exponential and logarithmic models with LUT-based functions implemented, which amounts
to a reduction by a factor of 13 compared to the baseline, which has a latency of 13 clock
cycles (65 ns), while still maintaining a relative accuracy above 90%. The ROC curves of the
baseline and trigonometric models are compared in Fig. 4.

3.3 Latency-aware training

Alternatively, resource usage can be improved by guiding PySR to search in a latency-
aware manner. By default, PySR assigns the complexity for every operator to 1 so that they
are all equally penalized when added to expression trees. However, it is not ideal for FPGA
deployment since, for example, an operator tan(·) typically takes several times more clock
cycles than an sin(·) to evaluate on an FPGA. This time cost can be incorporated in expres-
sion searches by setting operator complexity to the corresponding number of clock cycles
needed on FPGAs. Note that this strategy is not valid in the context of function approxima-
tion with LUTs since every indexing operation requires only one clock cycle.

We demonstrate this latency-aware training (LAT) for two precisions, ⟨16, 6⟩ and ⟨18, 8⟩,
with cmax ranging from 20 to 80. We consider the following operators: +(1), -(1), ×(1),
log(abs(·))(4), sin(·)(8), tan(·)(48), cosh(·)(8), sinh(·)(9), and exp(·)(3), where the num-
bers in parentheses correspond to the operator complexity for ⟨16, 6⟩ as an example. For
simplicity, function nesting is not allowed again. We also constrain the total complexity of
the subtrees. In this way, we force the model to explore solutions in a different part of the
Pareto front. The final expressions are shown in Table 3. Model accuracy, resource usage,
and latency are shown in Fig. 5. SR models obtained from LAT use systematically fewer
resources and have a lower latency compared to those obtained from plain implementation,



while having comparable accuracy. Implementation of a maximum-latency constraint is also
possible. We added a script to generate operator complexity for praticioners¶.

Operator complexity Expression for the t tagger with cmax = 40 AUC

All 1’s (PySR default) 0.11(Cβ=1
1 +Cβ=2

1 + log(abs(Cβ=2
1 ))) − 0.48mmMDT − 0.05Multiplicity(Multiplicity + log(abs(mmMDT))) 0.930

−sin(−Cβ=2
1 + 0.14Cβ=1

2 mmMDT) + 0.11sinh(Cβ=1
1 ) − 0.24

No. of clock cycles 0.04((
∑

z log z) +Cβ=1
1 +Cβ=1

2 − mmMDT − (Multiplicity − 0.2)(Multiplicity + log(abs(Cβ=2
1 )))) 0.924

at ⟨16, 6⟩ −sin(−Cβ=1
1 −Cβ=2

1 + 1.23mmMDT + 0.58)
No. of clock cycles 0.04Multiplicity(Cβ=2

1 (Cβ=2
1 − mmMDT) −Multiplicity − log(abs(Cβ=2

1 ((
∑

z log z) + 0.23)))) 0.926
at ⟨18, 8⟩ −sin(−Cβ=1

1 −Cβ=2
1 + 1.19mmMDT + 0.61)

Table 3. Expressions generated by PySR for the t tagger with cmax = 40, implemented with and without
LAT. Constants are rounded to two decimal places for readability.
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Figure 2. Relative accuracy as a function of bit width, for polynomial (top left), trigonometric (top
right), exponential (bottom left), and logarithmic (bottom right) models. The relative accuracy is eval-
uated with respect to the baseline QAT NN trained and implemented at corresponding precision. The
number of integer bits is fixed at I = 12 for the exponential model and at I = 6 for other models.
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Figure 3. DSPs usage (left), LUTs usage (middle), and latency (right) as a function of bit width. From
top to bottom: polynomial, trigonometric, exponential, and logarithmic models. The baseline QAT
NN trained and implemented at corresponding precision is shown for comparison. Resource usage and
latency are obtained from C-synthesis on a Xilinx VU9P FPGA with part number ‘xcvu9p-flga2577-2-
e’.
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(bottom right) as a function of cmax ranging from 20 to 80, comparing models obtained from plain
implementation (solid) and LAT (dashed). Two precision settings are implemented: ⟨16, 6⟩ and ⟨18, 8⟩.
The relative accuracy is evaluated with respect to the baseline model. Resource usage and latency are
obtained from C-synthesis on a Xilinx VU9P FPGA with part number ‘xcvu9p-flga2577-2-e’.



4 Summary and Outlook
In this paper, we have presented a novel end-to-end procedure to utilize symbolic re-

gression (SR) in the context of FPGAs for fast machine learning inference. We extended
the functionality of the hls4ml package to support the expressions generated by PySR . We
demonstrated the effectiveness of our approach on a physics benchmark (jet tagging at the
LHC) and showed that our implementation of SR on FPGAs provides a way to dramatically
reduce the computational resources needed to perform critical tasks, making it a promising
alternative to deep learning models. The utilization of SR in HEP provides a solution to meet
the sensitivity and latency demands of modern physics experiments. The results of this study
open up new avenues for future work, including further optimization of the performance-
resource trade-off and the exploration of other application domains for SR on FPGAs.
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