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Abstract. The increasing computational demand in High Energy Physics
(HEP) as well as increasing concerns about energy efficiency in high-
performance/high-throughput computing are driving forces in the search for
more efficient ways to utilise available resources. Since avoiding idle re-
sources is key in achieving high efficiency, an appropriate measure is shar-
ing of idle resources of underutilised sites with fully occupied sites. The
software COBalD/TARDIS can automatically, transparently, and dynamically
(dis)integrate such resources in an opportunistic manner. Sharing resources
however also requires accounting.
In this work we introduce AUDITOR (AccoUnting DatahandlIng Toolbox for
Opportunistic Resources), a flexible and extensible accounting system that is
able to cover a wide range of use cases and infrastructures. AUDITOR gathers
accounting data via so-called collectors which are designed to monitor batch
systems, COBalD/TARDIS, cloud schedulers, or other sources of information.
The data is stored in a database and provided to so-called plugins, which act
based on accounting records. An action could for instance be creating a bill of
utilised resources, computing the CO2 footprint, adjusting parameters of a ser-
vice, or forwarding accounting information to other accounting systems. De-
pending on the use case, a suitable collector and plugin can be chosen from
a growing ecosystem of collectors and plugins. Libraries for interacting with
AUDITOR are provided to facilitate the development of collectors and plugins
by the community.

1 Introduction

In the current discussion about more sustainability and the demand for maximum energy effi-
ciency, approaches for opportunistic resource integration of underutilised computing clusters
into computing clusters with continuous computing tasks are becoming increasingly attrac-
tive. A combination of the COBalD [1] and TARDIS [2] software tools has proven extremely
useful for dynamically integrating and returning opportunistic resources. It is capable of
spawning so-called drones in a batch system that provides opportunistic resources. This
batch system serves as an underlying batch system (UBS). The resources of the drones are
then made available on another cluster, the so-called overlay batch system (OBS). Based on
the use of these resources, the number of drones is dynamically adjusted. If more resources
are available and the drones are utilised beyond a certain threshold, more drones are launched.
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Figure 1. Example of two clusters connected via COBalD/TARDIS. The HPC cluster servers as un-
derlying batch system (UBS) that provides resources for the overlay batch system (OBS), the HTC
cluster as virtual machines (vNodes). COBalD/TARDIS monitors drone utilisation and dynamically in-
creases/decreases the number of drones. AUDITOR takes care of the proper accounting of the resources
used.

Otherwise, no new drones are launched and the resources are returned to the UBS. Figure 1
shows an example of two clusters connected via COBalD/TARDIS [3]. Here, the UBS is an
HPC cluster that provides additional resources for the OBS, the HTC cluster. The HPC cluster
is operated with the MOAB [4] scheduler and the HTC cluster with Slurm [5]. Since Slurm is
a traditional batch system and can only handle resources with IP addresses, the drones con-
tain virtual machines (vNodes) that connect to Slurm as soon as they are operational. They
then appear as additional vNodes in the OBS. If several workgroups provide resources from
the HPC cluster to the HTC cluster and use resources from both clusters, there could be un-
equal sharing if one group uses more resources than it provides. To prevent this, the resources
provided by each group could be measured using an independent accounting instance and the
group priority in the OBS could be adjusted accordingly. Another use case would be HTC
clusters that contribute to the worldwide LHC computing grid (WLCG). These must fulfil
certain requirements: A dedicated compute element must be deployed and a specific queue
must be registered in the WLCG workflow management system. The method of dynamically
integrating available resources into an existing WLCG computing cluster avoids the deploy-
ment of the additional middleware components. However, the setup described above does not
adequately consider the accounting of the opportunistic resources. An appropriate account-
ing system is needed that allows for separate accounting based on the resources provided.
The approach described in this paper, an open source software AUDITOR (AccoUnting Data
HandlIng Toolbox for Opportunistic Resources), will accommodate very different infras-
tructures and many potential use cases. It is therefore designed and implemented in a highly
modular, flexible and easily extensible architecture.



2 The AUDITOR Accounting Ecosystem

The AUDITOR ecosystem consists of three different types of components: the core com-
ponent, which stores so-called records in a PostgreSQL [7] database, the collectors, which
gather data from data sources and store it as a record, and the plugins, which perform cer-
tain actions based on the stored information (see Fig. 2). Both the collectors and the plugins
can store and retrieve data from AUDITOR via a REST API. To facilitate the extension of
the AUDITOR ecosystem, client libraries are provided in two programming languages, both
Rust [8] and Python [9]. The Python client library is a lightweight Python layer on top of the
Rust client library, implemented with the PyO3 library [10].

Figure 2. Overview of the AUDITOR ecosystem. AUDITOR accepts records from collectors and
stores them in a PostgreSQL database. It grants access to these records to the plugins, which can
perform actions based on the stored information.

2.1 The AUDITOR Core Component

The core component of AUDITOR is written in the programming language Rust. Rust is
an open source, multi-paradigm system programming language designed to be secure, con-
current, and practical. Security refers in particular to the avoidance of programming errors
that lead to memory access errors or buffer overflows and thus potentially to security vulner-
abilities, especially in concurrent processes. AUDITOR stores all its data in a PostgreSQL
database. The connection to the PostgreSQL database is established via the sqlx library [11],
which enables both compile-time SQL query verification and SQL table migration. Data is
accessed via a REST API implemented using the ACTIX WEB library [12]. Because the
core component itself is stateless, it is quite robust against data loss and is ideal for use in a
high-availability setup with multiple components behind a load balancer. To ensure a quick
and easy installation, AUDITOR is provided via a CI pipeline both in RPM package manager
format and as a Docker container [13].

A record represents a single accountable unit in AUDITOR. It consists of information
such as: the record_id, which is the unique identifier.; the meta field, which can be used to
provide the context of a record. This is a HashMap where a key (string) is mapped to an array
of strings. Figure 3 shows an example record: there the group, site, and user ids are stored



in the meta field. Any number of properties, which can be considered in the accounting,
can be stored in the components field. It consists of at least a name and an amount (what
kind of resources and how much of them should be considered for accounting). Since a
typical computing job uses CPU and memory resources, both components can be considered
for accounting. Multiple scores can be assigned to a single component. For example the
record in Fig. 3 supports both the HEPSPEC06 [14] and the new hepscore23 [15], metrics.
The start_time and stop_time fields store the times from when to when the resources were
used. The data received from AUDITOR also contains a runtime field. This is the difference
between stop_time and start_time. All dates and times in the database are in UTC.

Figure 3. JSON representation of an example record. The meta field can contain the context of the
record. The components indicate what kind of resources and how much of them should be considered
for accounting.

2.2 Collectors

The task of the collectors is to gather the relevant accounting data from various data sources
and to transmit them to the AUDITOR REST endpoint in the form of records. Two Slurm col-
lectors and a TARDIS collector are presented here. An HTCondor [16] collector is currently
being developed.

To collect the accounting data from a slurm batch system one can use either the Slurm
Epilog Collector or the Slurm Collector. The Slurm Epilog Collector is based on the Epilog
functionality of Slurm. Any script can be executed automatically at the end of each batch job



(either on the head node or on the client node). In the case of the Slurm Epilog collector,
the Slurm command ‘scontrol show job <jobid>’ is executed for each slurm job and the rel-
evant information is parsed, converted into a record and sent to AUDITOR. The collector is
compiled into a portable, statically linked binary with no system dependencies and is exten-
sively configurable, making it well suited to different use cases and environments. The Slurm
Epilog collector is a simple but efficient implementation for collecting essential accounting
information of Slurm jobs. The fact that the Epilog collector runs in the Epilog as part of
the job itself can mean that if there are delays in parsing or transferring the data to AUDI-
TOR, the job runtime and therefore CPU efficiency will be affected. In addition, not all the
accounting information of a Slurm job is available during the execution of the Epilog. The
Slurm Collector has been implemented specifically for use cases for which these limitations
of the Slurm Epilog Collector are not acceptable.

The Slurm Collector runs as a stand-alone tool that regularly queries the Slurm accounting
database for new jobs using the command line tool ‘sacct’. A new record is created for
each job and placed in a queue, which then transmits the records to AUDITOR at regular,
configurable intervals. If the transmission to AUDITOR fails, the record is put back into
the queue and the transmission process is repeated at the next interval. To avoid data loss,
the contents of the queue are also stored on disk in the form of a SQLite3[17] database.
The collector is also compiled into a portable, statically linked binary file that has no system
dependencies. The Slurm Collector can also be configured extensively. The only requirement
is that the Slurm client software must be installed.

As described in section 1, COBalD/TARDIS manages a fleet of drones that are the op-
portunistic resources. Each drone can be in one of a finite number of states (e.g. starting,
running, stopped, ...). TARDIS only tracks the transition between these states. Each state
transition event is also forwarded to a plugin interface of TARDIS, to which the TARDIS
collector connects. Since only state changes are transmitted, a complete record can only be
created after the drone has been terminated. To avoid the collector having to track each drone
from creation to termination, the TARDIS collector uses the /add endpoint of AUDITOR to
create an incomplete record of a drone, and then the /update endpoint to add the stop_time to
the record once the drone has terminated. This reduces the complexity of the collector, but in-
creases the number of interactions between the collector and AUDITOR, as each record must
first be created and then updated. This collector is delivered with the TARDIS[18] software.

2.3 Plugins

Plugins can perform a wide variety of tasks based on the information stored as records in
the AUDITOR database. The first available plugin is the priority plugin, which is able to
manipulate the group priority in the scheduler of the overlay batch system based on the
provided resources in the underlying batch system when two clusters are connected via
COBalD/TARDIS. The AUDITOR-APEL-plugin is able to forward the accounting informa-
tion gathered in AUDITOR to the EGI APEL accounting platform. Another possible use case
is a utilisation reporting tool that analyses requested versus the consumed resources per user
job and provides a weekly overview with potential savings and corresponsing CO2 footprint
to raise user awareness. The last two plugins are not yet ready at the time of writing. In the
following, the priority plugin is presented in detail.
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Figure 4. The two groups Red and Green provide resources of the HPC cluster to the HTC cluster. The
priority plug-in ensures that the job priority in the HTC cluster is adjusted according to the amount of
resources provided by each group.

3 Example Use Case - Adapting the Priority based on provided
Resources

The opportunistic use of HPC resources has been implemented at the University of
Freiburg[19] as follows: Four working groups of High Energy Physics (HEP) have access
to the local HPC cluster NEMO. Service accounts of each of these work groups can request
resources (as drones) on the HPC cluster as needed and make them available to all users of
the four HEP groups as shared resource in the Overlay Batch System (OBS). These shared
resources are the provided resources.

Since the individual work groups can calculate directly on the HPC cluster or opportunis-
tically via the OBS, it must be ensured that the priority of the respective work group in the
OBS is adapted according to the resources they have made available. The more resources
they contribute to the OBS, the greater their priority becomes. This was implemented with
a suitable collector, a dedicated AUDITOR instance, and the specially developed priority
plugin.

The TARDIS Collector gathers the information about the provided resources per work
group from the drones and stores the records in the AUDITOR instance. The priority plug-in
fetches the necessary data from AUDITOR and calculates the provided resources ci in vCore
hours of the last 14 days per working group [A,..,D]:

ci =

∫ tnow

tnow−14d
Ni(t)dt (1)

where Ni(t) is the number of cores provided for all records associated with group i ∈
A, B,C,D at a time instance t. Priority (pi) is defined as the ratio of resources provided
by a single group (ci) to the total amount of vCore hours provided by all HEP groups (

∑
j c j)

multiplied by the difference between pmax and pmin, the minimum and maximum priority
values set:

pi =
ci∑
j c j
· (pmax − pmin) + pmin (2)
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Figure 5. Integral over the vcores hours (ci(t)) of the previous 14 days per group (i) according to Eq. 1
recorded on the NEMO cluster in the period from August - November 2022.
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Figure 6. Calculated priority (pi(t)) per group (i) using equation 2 based on NEMO jobs recorded in
the period from August to November 2022.

where i ∈ A, B,C,D. The group priorities pi are adjusted daily on the OBS, in this use
case on the Slurm scheduler. The minimum and maximum priority are set to pmin = 1 and
pmax = 65335, respectively Figure 4 shows the jobs of two of the four working groups in
green and red respectively. Both groups have spawned a drone in the HPC cluster. Group red
uses two complete worker nodes in the HTC cluster and the share of another 3 worker nodes
with group green Although the HPC cluster has a single user per node policy, the virtual
nodes in the OBS can be used as shared resources. This increases the CPU efficiency, as
the tasks of individual users would often not fill an entire node in the HPC cluster. Figure 5
and figure 6 show the resources allocated on the HPC cluster in vCore hours and the new
group priorities calculated according to Eq. 2. It can be seen that at the beginning of October
2022, group D did not provide any resources on the HPC cluster, so its group priority was
minimised. Since the Slurm scheduler also takes waiting time and other criteria into account,
group D was not completely banned from the OBS, but the drastically reduced group priority
resulted in a significantly longer waiting time for jobs submitted by members of group D.

4 Conclusion

AUDITOR is a highly modular and flexible accounting ecosystem. Its REST interface and
client libraries in Rust and Python allow a broad community of users to contribute to the
expansion of the ecosystem and to implement their own collectors and plugins quickly and
easily.

The existing collectors and plugins can be combined in any way to implement various use
cases. If a particular use case cannot be implemented with the existing components, it can
easily be extended to cover any other use case in the context of job accounting in distributed
computing systems.
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