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Track 7 - Facilities and Virtualization Overview
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Virtualization & Containers

e Progress towards trustworthy container image distribution
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Computing Facilities: Automation & Improved Efficiency

Automated Server Management for new Data Center at CERN  Managing Batch worker node lifecycle & maintenance at CERN
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Computing Facilities & Infrastructure

e New facilities with improved infrastructure & capacity for expansion

e Dedicated solutions to meet experiment requirements  Tlnirastructure for LZ at Sanford
- : Underground Research Facility (SURF)
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Critical Services & Control Systems

e Security, improved system management and disaster recovery

New Security Features in CMSWEB at CERN
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Computing Facilities: Energy Efficiency & Carbon Footprint

e \Various efforts to improve energy efficiency and carbon footprint
o  Not the same thing!
o Energy becoming net zero, so embedded carbon footprint becoming more relevant
o Input for when to replace / how long to run hardware, additional incentives to replace
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Computing Facilities: High Performance Computing (HPC)

Integration of HPC Centers into workflows
o Overcoming limitations/policies of these centers, e.g. network connectivity

m Reverse ssh, proxies
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Computing Facilities: High Performance Computing (HPC)

e |Integration of HPC Centers into workflows

o Exploring possibilities to use of heterogeneous architectures (ARM, Power, GPUs)
o Scalable infrastructure, more complex workflows for Al/ML
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Cloud Resources
e Expanding experience using cloud resources

o  Opportunities for new ideas and evolution, complementary resources, elastic usage,

access to new architectures, etc
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Analysis Facilities (AF)
e \Variety of approaches to support analysis workflows “... with integrated data,
services, and computational resources”

What is an AF actually? Local storage vs remote, batch vs interactive, ...
Moving analysis from one AF to another, aiming at consistent & convenient user experience,
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Analysis Facilities (AF)

e \Variety of approaches to support analysis workflows “... with integrated data,

services, and computational resources”
o What is an AF actually? Local storage vs remote, batch vs interactive, ...
o  Scalability and turn-around time
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Heterogeneous & Opportunistic Resources

o Optimization of utilization of opportunistic resources
o Federation of heterogeneous resources

Federated Opportunistic use of High-Level Trigger
heterogenous farm for ATLAS
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Networking

e Completion of the transition to IPv6, monitoring and network traffic analysis

P4flow for network traffic analysis
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Networking

Developments towards a next-gen network-integrated system
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Networking

e Developments towards a next-gen network-integrated system

o Global coordination of first-class resource — flexible, dynamic that balances and makes best
use of available resources

o Several ongoing R&D projects: regional caches, intelligent control & optimizations

SENSE End-to-End Network Path Control with QoS Capabilities
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Track 7 - Facilities and Virtualization Conclusions

e / sessions covering topics

Dynamic Provisioning and Anything-As-A-Service
Analysis Facilities

Computing Centre Infrastructure

Computing Centre Infrastructure and Cloud
Networking

HPC and Deployment

Deployment, Management and Monitoring
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e 41 oral presentations and 21 posters
e Excellent contributions, stay tuned for the proceedings!
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