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Track 3 - Offline Computing, some numbers

Covers all the Offline Computing: thematic sessions on Simulation, 
Reconstruction, Data Preparation and Physics Performance 

94 total abstracts submitted 

7 sessions (41 orals) + 2 cross-over sessions together with Track 9 about 
FastSimulation with ML (partially covered in this talk) 
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Track3 Offline computing

Was the Track 3 
Offline computing  
at CHEP2023 fun?

Z.M.
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As a human being, I can tell it 
was! 

Nice participation and 
atmosphere 

Excellent talks and 
constructive discussions 

Speakers always in time and 
lots of questions to follow-up 
on

Thank you!
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Computing challenges for HL-LHC

Focus is on speeding up Simulation and 
Reconstruction: 

- Need for increased MonteCarlo simulation samples  

- Reconstruction scales badly with pileup
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Trends
• Machine learning is pervasive: data-intensive science now encompasses all traditional aspects of HEP offline 

computing: 

• Fast and “ultra-fast” simulation approaches, ambiguity resolution in reconstruction, data quality monitoring, 
tracking with GNN (Exa.Trck Project) 

• R&D exploiting GPUs gaining traction, even for the most complex workflows: 

• Montecarlo simulation (Adept, Celeritas), track  (traccc) and primary vertex reconstruction 

• Multi-direction effort to improve the Geant4 Simulation code: CPU speedup (G4HepEM, Woodcock tracking), 
physics accuracy (quantum entanglement, hadronic parameters tuning), analysis tools 

• Modernisation of the Event Generation code (EvtGen, HIJING++) 

• Increased synergy across experiments in adopting common solutions: ACTS, Gaudi, DD4Hep 

• New experiments designing their offline software learning from other experiments experience (Epic, JUNO, DUNE)
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ML solutions for Fast Simulation

•  Addressing Simulation of Highly Granular Calorimeters 

• New approaches: Diffusion models using point clouds, first attempts at foundation 
models, normalising flow and deep generative models (refer to the Track9 report) 

• ML solutions in production for HEP experiments
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Ultra-Fast Simulation: Lamarr

LHCb Ultra-Fast Simulation strategies replace 
Geant4 with parameterizations able to transform 
generator-level particles into analysis-level 
reconstructed objects [1].  

Lamarr consists of a pipeline of (ML-based) 
modular parameterizations designed to replace 
both the simulation and reconstruction steps 

tracking system models particle identification ECAL simulation
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Simulation on GPUs: AdePT 
AdePT project: simulate EM showers particle transport on GPUs. Two main 
interlocutors: 

• Physics: G4HepEM, compact EM physics library designed with GPUs in mind 

• Geometry: based on VecGeom, now evolving the GPU support with a new 
geometry modelling 

Bounded surface modelling: New GPU friendly geometry description.s 3D bodies 
represented as Boolean operation of half-space
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Physics Performance
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Belle calibrations (prompt & reprocessing) are 
ready for high precision physics 

ML Application to CMS Data Quality Monitoring

Designing of the ePIC software

• Talks focusing on improving quality of physics 
objects, new software frameworks, or software 
performance
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Reconstruction

Performance of track reconstruction at the 
Super Tau Charm Facility using ACTS

Flexible and experiment agnostic EDM 

traccc - GPU becoming competitive at 
high pileup

clustering + Ranking neural network  
ambiguity resolver
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Data Preparation
Large data volume in the current and future HEP experiments 
demands: 

• Efficient data processing, transfer and storage 

• Flexible and capable offline framework and infrastructure 

• Improved event visualization
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ROOT-EVE based CMS HGCal Display

SNiPER Framework developed for JUNO

Grid job locations for DUNE data processingATLAS data compression performance



Marilena Bandieramonte
marilena.bandieramonte@cern.ch Thank you all!
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The Exa.Trck Project
• Particle physics with GNN:Treat each hit as a node 

• A node can have features (e.g. position, energy 
deposit, etc.) 

• Nodes can be connected by edges, that represent 
the possibility of belonging to the same track 

• Open collaboration 

The ATLAS GNN4ITK Common Framework Classify hits by particle type in LAr TPCs

https://indico.jlab.org/event/459/contributions/11447/attachments/9425/13754/CHEP%202023%20ExaTrkX%20overview.pptx
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