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Further Exploration of the Standard Model

Nuclear Physics

Dark matter searches Electroweak symmetry breaking Deeper understanding of QCD
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Mission of Nuclear Physics (NP)
Quest to understand the origin,
evolution, and structure of the
matter of the universe.
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Exploring Nuclear Physics: Insights From the Conference Surroundings

Visible mass in the universe largely from protons
and heavier nuclei.

How do quark and gluons interact and combine to
form the proton remains largely unknown?
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Nuclear Matter is Unique

Molecular and atomic matter: Most known matter has Nanoworld (scale ~10° m)

localized mass and charge centers — vast open space. i Ao Electon

Not so in nuclear matter: Interactions and structures
are inextricably mixed up in protons and other forms

Femtoworld (scale ~101> m)
of nuclear matter.
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Two Examples of Studying Nuclear Matter

Multiple Channel Challenge,
e.g., discovery search of gluon-based exotic particles
(partial wave analysis, 1000s of waves)
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Strongly iterative analysis for reliable, model-

independent analysis.
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Multi-Dimensional Challenge,

e.g., 3D imaging of quarks and gluons in momentum
or position space

Distribution of gluons
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High statistics in five or more strongly correlated
kinematics and multiple particles.
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Nuclear Physics is Diverse
Diversity in the Research Program

The Heavy lons program explores the high temperature frontier of QCD,
aiming to recreate and study new forms of matter and phenomena that
may exist in extremely hot and dense nuclear matter.

The Medium Energy program focuses on the low temperature frontier of
QCD, aiming to understand how the properties of existing matter arise
from the properties of QCD.

The Nuclear Structure and Nuclear Astrophysics program supports
research in proton-rich and neutron-rich nuclei, as well as nuclear
processes related to stellar nucleosynthesis, neutron stars, and Big Bang
nucleosynthesis.

The Fundamental Symmetries program investigates the symmetries and
forces governing the universe's history, seeking to answer questions such
as why there is more matter than anti-matter, the neutrino's mass, and
what new particles or forces remain to be discovered.

CHEP 2023, May 8. 6

Hot and Dense
Nuclear Matter
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Diversity in Facilities

Relativistic Heavy lon Collider (RHIC) at BNL,
Heavy lon Program at LHC.

Continuous Electron Beam Accelerator
Facility (CEBAF) at JLab, RHIC, Triangle
Universities Nuclear Laboratory (TUNL),
Fermilab.

Argonne Tandem LINAC Accelerator System
(ATLAS) at ANL, Facility for Rare Isotope
Beams (FRIB) at MSU, TUNL, Texas A&M
University Cyclotron Institute, 88-Inch
Cyclotron at. LBNL.

Deep underground labs, neutron facilities,
and three university Centers of Excellence

Funda;er;tallln't_eractions (CENPAI TUNLI and TAMU)

Jefferson Lab
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High temperature frontier of QCD.
Heavy lon Program Exploring new forms of matter and phenomena in dense, hot nuclear matter.

* Relativistic Heavy lon Collider (RHIC) at BNL is the first heavy-ion collider worldwide (2000 — present).
* RHIC has collision energies that reach 100 GeV for gold ions and 250 GeV for protons:
e Study matter at densities that prevailed in the immediate aftermath of the Big Bang, particularly quark-gluon plasma.

* RHIC-spin: Only spin-polarized proton collider ever built, enables study of the gluon contribution to the proton spin
and other proton structure measurements.

* The future Electron-lon Collider will be built on the existing RHIC facility.
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sPHENIX (2023 — 2025)

Offline data processing
at SDCC (BNL).

Front End Expected: 140 PB
rodnatan Distributed computing P

for simulations and Analysis Data format: ROOT
data (non-flat for
reconstruction, flat for

analysis)

Front End physics analysis.

data . . .
Online calibration, and

Front End reconstruction at a
data rapid turnaround at
SDCC.

2 Th/s 40 Gb/s

135Gb/s after online data reduction (trigger throttling, compression)

* Collider experiment for high precision « Software stack: C++, Python for physics analysis, and ML.

measurements of jets and heavy flavor - qi556red readout of calorimeter combined with streaming readout of
observables (tracking, calorimetry). _
tracking detectors.

* Study quark-gluon structure of strongly _ _ . . _ .
interacting quark-gluon plasma. * Aims to.callbrate and reconstruct _1OOA> of data in near real tlmg. Will inform
processing of streamed data for high data rates for other experiments.

* Al/ML in production: Fast ML for calibration and reconstruction; analysis.

CHEP 2023, May 8. 8 .gg_f./e-?son Lab



Medium Energy Program

Low temperature frontier of QCD.
Aiming to understand how the properties of nuclear matter arise from QCD.

Two major accelerator facilities in the U.S.:
1. RHIC-spin (BNL), spin-polarized proton collisions to probe the spin structure of the proton.
2. Continuous Electron Beam Accelerator Facility (CEBAF) at Jefferson Lab (JLab).

Next new accelerator facility, co-hosted by BNL and JLab: Electron-lon Collider (EIC).

CEBAF12

Versatile: Deliver range of beam energies and currents to four experimental halls simultaneously.

62+ Experiments: Study of quark-gluon structure of nucleons and nuclei, and search for exotic mesons.

ultra-high luminosities
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Super Bigbite Spectrometer (SBS) in Hall A (2021 — 2024)

Offline data processing

Front End at JLab
data Collected: 2.5 PB

Front End Online data processing Analysis

data for monitoring using data Data format: EVIO,
160 cores, detailed ROOT (flat).

data quality checks as

part of shift routine.

Front End
data

20 Gb/s 0(2) Gb/s

* Fixed-target experiment with high

luminosity. * Software stack: C++.
* Polarized electron beams off polarized » Hall A/C workflows have been standardized for over a decade, resulting in a
targets. highly trained workforce.

* Two movable open-geometry medium-  « Great success in preserving metadata in Git.
acceptance detector systems for

coincidence measurements of multiple
final states (tracking, calorimetry,
particle identification).

* Al/ML in production: None.
* Al/ML in development: Autonomous data quality monitoring (Hydra), data

reduction for future experiments.

H
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CLAS12 in Hall B (2018 — present)

o

R Offline data processing
data at JLab, OSG, and
NN

Collected: 7 PB

Front End Analysis

data

data Data format: Custom

Online data processing (HIPO)

Front End for monitoring using
e 0(100) cores.

500 Mb/s 50 Mb/s

Fixed-target experiment with medium
luminosity.

Polarized electron beams off a
polarized targets.

* Alarge acceptance detector for the

* Software stack: JAVA for almost all tasks, with C++ for detector simulations
and Python and FORTRAN utilized for some physics analysis.
e Successes in standardized software workflows.

study of a multitude of final states * Al/ML in production: Noise reduction for tracking and track finding,
(tracking, calorimetry, particle autonomous data quality monitoring.
identification) * Al/ML in development: L3 trigger system for higher luminosity running,

particle identification.

CHEP 2023, May 8. 11 Jefferson Lab



GlueX in Hall D (2017 — present)

* Fixed-target experiment with high
luminosity.

* Linearly polarized photon beam of 9
GeV off liquid hydrogen target.

* Spectrometer with solenoidal magnet
designed for the search of light hybrid
mesons with high statistical accuracy
(tracking, calorimetry, particle
identification)

CHEP 2023, May 8.

Front End

Offline data processing Collected: 17 PB

data at JLab and NERSC.
0OSG for simulations. Data format: Custom

Front End
data

Analysis (HDDM) , ROOT (non-

data
flat, TClonesArrays for

multiple combinations
within one event)

Online data processing
Front End for monitoring using
data 0(100) CPUs

1 Gb/s 150 Mb/s

Software stack: C++.
Parallelization and multi-threading with JANA framework were essential for

efficient data processing and analysis.

Al/ML in production: Autonomous control (AIEIC) and data quality
monitoring (Hydra) particle identification.
Al/ML in development: Autonomous calibration, PWA.

12 .ggf_g-rjson Lab



Nuclear Structure and Nuclear Astrophysics

* Facility for Rare Isotope Beams (FRIB) is a major scientific user facility for the Nuclear Structure and Nuclear
Astrophysics program.

* FRIB is located at Michigan State University and was completed in 2022.

* One of the most powerful rare isotope facilities globally, producing isotopes with unique properties for research in
NP, astrophysics, and medical fields.

* Research focus on nuclear structure of a rare isotopes, measurement of nuclear reaction rates that are crucial to
understanding the behavior of matter in extreme astrophysical environments, and to test nuclear models that
accurately describe the behavior of such environments.

Front End
Building

ECR
lon Sources
Linac /

Tunnels /

Radioactive lon Beam
Post Accelerator

Gas Stoppers

olid Stopper Superconducting

Experimental Area :
Addition Heavy lon Driver Linac

Cryogenics

Connector Highbay Faciliti
acilities

and South Highbay
Extension

Fragment
Separator

ISOL Targets
(option

Switchyard
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FRIB Experiments (2022 — present)

Online cluster for event
Front End building and
monitoring. Tests for
Front End near-online event

Collected: 2-10 TB/
week, 0.3 PB since May
2022.

Analysis
data

building at NERSC.

Data format: Custom,
ROOT.

Front End

i Offline data processing

at FRIB.

100 Mb/s 100 Mb/s

* Data rates vary from experiment to
experiments.
* Support for customizable detector

configurations with auxiliary detectors
from users. from different events.

Software stack: C++, Python for slow control configuration, online
monitoring tools, and physics analysis.
Streaming readout to bypass issues as event pile-up or overlapping signals

* Al/ML in production: Autonomous control, event clustering and
classification, physics analysis.

CHEP 2023, May 8. 14 Jefferson Lab



GRETA (planned for 2025)

* GRETAis a large-scale gamma-ray
tracking spectrometer to be used for
nuclear structure and nuclear
astrophysics studies at FRIB.

CHEP 2023, May 8.

Mid-scale GPU
Front End cluster for near real
time data analysis (<
Erort End 10s) of the entire Analysis

Expected: a few 100 TB
/year.

data

data data stream. data
Remote processing
Front End HPC bein
data on eing
explored.

Data format: Custom,
ROOT.

8 Th/s 4 Gb/s

32Gb/s FPGA farm for near real time data analysis

» Software stack: Go for high performance network aggregation components
and data pipeline control plane, C++ for online data analysis component,
Python and Javascript for Ul.

* Working with Interdisciplinary software teams for the development of a
modern detector computing system using streaming readout.

* Al/ML in development: None.

15 Jefferson Lab



Unique Computing Challenges for Nuclear Physics

Nuclear Physics is diverse:
* Broad research program with many facilities and experiments.
* Research program extends across a broad range of collaborative scales, in average smaller than HEP.

* Relatively smaller size of experiments goes along with shorter experimental life cycles and faster changes in
scientific goals.

Software and computing efforts are diverse:

* Vary according to collaborative scale, from pragmatic do-it-yourself approaches among a few, to substantial
organized software and computing activities within large experiments.
* Relatively smaller group size requires careful planning and design of the software effort:

* Need to find right balance between in-house development and adoption of common software packages and
data management practices.

* Balancing maintenance and improvement of original software simultaneously with development and
incorporation of new tools requires continual attention.

e Data and analysis preservation for re-producing, re-using, and re-interpreting analyses major challenge.

* New experiments and increasing data volumes drive the need for new approaches to data processing and analysis:
* Even at small experiments due to rapidly increasing data volumes and processing demands.

CHEP 2023, May 8. 16 Jefferson Lab
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The Role of Advanced Computing in Nuclear Physics

Future Trends in Nuclear Physics Computing

FUTU RE TREN DS |N | * Recent years Discussion about the next generation of data processing
and analysis workflows that will maximize the science output.

NUCI‘EAR PHYSICS * One context for this discussion
CU M PUTI N G * Workshop series on Future Trends in Nuclear Physics Computing

SYMPOSIUM:MAY 2 @ 1:00 p.m.
Main Auditorium e Free Admission

HNUCLEARPHYSICSINADECADE | Donald Geesaman (ANL, former NSAC Chalr) “It will be joint progress Of
g > oo T theory and experiment that moves us forward, not in one side alone”

) " NUCLEAR PHYSICS COMPUTING IN A DECADE

:3\ "‘ Martin Savage (INT)

*

i@} MONTECARLOEVENTSIMULATIONlNADECADE . “ .

) Stefen Hoeche (SLAO . Martin Savage (INT) “The next decade will be looked back upon as a truly

e soerover comumiean TR T astonishing period in NP and in our understanding of fundamental aspects

) roremo o . of nature. This will be made possible by advances in scientific computing
RECEPTION TO FOLLOW. . b and in how the Nuclear Physics community organizes and collaborates, and

how DOE and NSF supports this, to take full advantage of these advances.”

WWW.JLAB.ORG/CONFERENCES/TRENDS2017 Jefrerdon Lab .
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https://www.jlab.org/FTNPC

Lattice Quantum Chromo-Dynamics (LQCD) SciDAC-5 project

e LQCD develops theoretical, algorithmic, and software tools for lattice QCD, using cutting-edge HPC systems and
exploring the role of Al/ML for lattice QCD.

* |t enhances our understanding of heavy-ion measurements at RHIC; nuclear structure studies at JLab, RHIC-spin, and
the upcoming EIC; and the search for excited and exotic mesons at JLab.

First nonperturbative QCD calculation of an Lattice QCD and Data-Intensive Challenges
three-hadron scattering amplitude (rt*, t*, *)
75 e Generating snapshots of the QCD vacuum on 4-d lattice:
70 7 10° * 0(1000) configurations of the gluon fields (O(10GB)).
- * Solving 4D Dirac equation in each of these configurations:
. . 108 * O(1M) individual files (O(1PB)).
£ * Contractions results in additional O(1M) files.
= b 3% 108
>0 * Online disk in high demand: Reading O(100TB) can saturate
15 108 the IB to disk if O(100s) jobs are running.
4.0
40 45 50 55 60 65 70 75 o O(]_pB) are available online.
Scattering rate of the resulting amplitude. * Rest kept on tape, currently 14PB.
CHEP 2023, May 8. 18 Jeff.;?son Lab
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NUELEI SciDAC-5 project

Nuclear Computational Low-Energy Initiative

* Goal: Improve theoretical predictions for low-energy NP by:
* Advanced computation of accurate and precise nuclear interactions and currents using HPC,
* More sophisticated quantification of uncertainties using data science.
* Research: Computational low-energy NP and applied math/computer science.
* Relevant to experimental facilities FRIB, ATLAS at ANL, and JLab and to future 1-ton scale neutrino experiments such
as LEGEND.

Neutron-rich Mg Neutron skin thickness of Pb Nuclear matrix elements for
isotopes are deformed neutrinoless double beta decay
3 -I T (R 1 -I L \- T I- -I T - T I- 304 I 48Ca_)48Ti
b 10190 PREX ] -
_ ooy oo —o—of} 4+ I 4* 1 47 (-3 Mev)y S -
P2 N | Shelelblt bl | it wlusterswhester -_ _ o o~ O—0 1o -- —_
B SR
— -8 N, =10 0.0 . . . . . . . . . .
S Y N A A T 0.1 0.2 0.3 2 % 3% %% %Yy
| 27 | 2F __2+ | 2* 2+ (=3 MeV) >
e DA S | Pty o—o—o—o 208
Jle——0fle—t—0—0|f i Rskin( Pb) (fm)
. I 341\[5{ nm 361\[%‘ nm 381\193 401\Ig mr 401\[§{ 1
A | T III T T ) I- Lol 1 Il-
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CHEP 2023, May 8. 19 Jeffe :son Lab



Compute-Detector Integration to Maximize Science

* Problem Data for physics analyses and the resulting publications available after O(1year) due to complexity of NP
experiments (and their organization).

e Alignment and calibration of detector as well as reconstruction and validation of events time-consuming.
* Goal Rapid turnaround of data for physics analyses.

e Solution Compute-detector integration using:
* Al/ML for autonomous alighment and calibration as well as reconstruction in near real time,
* Streaming readout for continuous data flow and heterogeneous computing for acceleration.

On-Beam Validation of Streaming Readout at Jefferson Lab (Eur.Phys.J.Plus 137 (2022) 8, 958)
Tests at CLAS12 and GlueX included Al-supported real-time tagging and selection algorithms
e Standard operation of Hall-B CLAS12 with high-intensity electron-beam
e Streaming readout of forward tagger calorimeter and hodoscope
* Measurement of inclusive °® hadronproduction
* Prototype of EIC PbWO4 crystal EMCAL in Hall-D Pair Spectrometer |
* Calorimeter energy resolution of SRQ compatible with triggered DAQ. e

entries/2.0 [MeV/s

entries/2.0 [Me

Lessons will be learned from the streaming readout at sPHENIX: High-rate processing of streamed data.

CHEP 2023, May 8. 20 J)gf,fe’r7 on Lab
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AlI/ML in Nuclear Physics

NUCLEAR THEORY

e Correlations and predictions
e Estimations and causations

o PSS e NP is a highly distributed scientific field,
s MACHINE LEARNING « Databases DISCOVERY . .
:  PagMinin utilizing various data types across
e \isualization g o =
0 aeucamons | different scales, making it ideal for Al/ML
i applications (Colloquium Article).
@ NUCLEAR EXPERIMENT
e Methods

e Tools

AND OPERATIONS

o U
PRR - ACCELERATOR SCIENCE
-

Tremendous interest and activity in Al/ML in NP:
* NP researchers already have the talent and many of the tools required for the Al/ML revolution.

* NP addresses challenges that are not addressed in current technologies.

* NP presents data sets that expose limitations of cutting edge methods.

* Cross collaboration: To solve the many complex programs in the field and facilitate discoveries strong collaborations
between NP, data science, and industry would be beneficial for all parties.

e Education is key to increase the level of Al-literacy — research programs and curricula in data science can help to
attract students.

CHEP 2023, May 8. 21 J)gf_fe-r%on Lab
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Common Scientific Software

Nuclear Physics Software Community Building
* Software & Computing Round Table (BNL, HSF, JLab) explores interplay of
computing and science and aims to promote for knowledge transfer and

encourage common projects.
SO FTWAR E e Participation in HEP Software Foundation Involvement in MC event

& CO M P UTl N G generators, frameworks, reconstruction and software triggers, training.
Ww& Common Scientific Software — Lessons learned from ACTS and Rucio

* The team is the most important: Do not separate development and

[BROOKHAUEN  Jefferson Lab

Exploring the future of Programming Languages Operations.

Software & Computing in . . . .

R, NP, and bepencl Data Management * The project: Clear, focused short-term goals should align with a sustainable

AN AR Roses Sa long-term plan that accommodates external collaborators.

transfer and Promf)ting Workflow and Workload . o

conon prjects 1 he e g s  The management: Manage expectation to allow the team enough time to
Streaming Readout achieve SUCCGSS.

|f Emphasizing the interplay
1l of Software & Computing Analysis lll: Techniques
. and Tools
and science.

Scientific software careers need support
* Support for education and training in software development.

A * Provide career paths and funding that allow for and value software
www.jlab.org/roundtable development

CHEP 2023, May 8. 22 .{g,f.er:son Lab
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Gaining Insight Into the Community

* Goal: Enable active participation in physics analysis, regardless of career stage, beyond just students and postdocs.
* Survey: On average, 78% of students' and postdocs' research time is devoted to software and computing.

===) User-Centered Design: Engage community in development. Listen to users, then develop software.

* User archetypes developed on feedback from focus group discussions.

* Input to software developers as to which users they are writing software for:

(/S DREW - Software as Part of My Research
#Independent, #Invested, #StatusQuo, #LateAdopter User Archetypes

“You cannot participate in research in our field without spending a significant amount of time
on software. That's just how it is. | feel comfortable using the software and modifying it for
Software is not my strong suit.

my needs. | sometimes share my modifications but software development is not my priority.”
CHARACTERISTICS Software as a necessary tool.

Independent as Invested in status quo. Won't Late adopter will change
long as things work. push for new approaches but from status quo only when SOftwa re as pa rt Of my resea rCh R
rather for maintaining old ones. others already have.
ATTRIBUTE METRICS - All sliders are ranging from low to high. SOftwa re 1S a socia I d CtIVIty'
e aam W aam W Software emperors.
SOFTWARE EXPERIENCE SOFTWARE EXPERTISE EMOTIONAL INVESTMENT
Gl D aam » GElN B
OP TO NEW EXP ES! ABILITY TO COMPROMISE INFLUENCE
23 Jefferson Lab

CHEP 2023, May 8.



The Electron-lon Collider (EIC)

Electron
Injection
Line

Electron Electron

Storage Cooler
Ring

Injector
Linac

Hadron

Possible Storage
Ring

Detector
Location (IP8)

Polarized
Electron
Source

Electrons

Possible / /
Detector
Location (IP6) /g

Hadrons

K:'Iectrons

Electron
Injector (RCS)

(Polarized)
lon Source

Frontier accelerator facility in the U.S.

CHEP 2023, May 8.

World'’s first collider of:
* Polarized electrons and polarized protons,
* Polarized electrons and light ions (d, 3He),
* Electrons and heavy ions (up to Uranium).

The EIC will enable us to embark on a precision study of the nucleon
and the nucleus at the scale of sea quarks and gluons, over all of the
kinematic range that is relevant.

The EIC Yellow Report (Nucl.Phys.A 1026 (2022) 122447) describes
the physics case, the resulting detector requirements, and the
evolving detector concepts for the experimental program at the EIC.

BNL and Jefferson Lab will be host laboratories for the EIC
Experimental Program. Leadership roles in the EIC project are shared.

EIC operations will start in about a decade.

2
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https://inspirehep.net/literature/1851258

ePIC (EIC Project Detector)

Common software
stack for online and

Front End f1; ft
data OTHINE SOTtWare. Expected: 20PB /year
Rapid, near-real-time —
. . nalysis
Frodrjattgncl data pro.cessmg using data Data format: ROOT
streaming readout,
(flat)
Front End Al/ML, and
data heterogeneous
computing.
10 Th/s 100 Gb/s
e Collider experiment with high . . . . _
luminosity. * Software stack: Modular simulation, reconstruction, and analysis toolkit
* Polarized electron beams off polarized using tools from the NP-HEP community (Geant4 and DD4hep, JANA,
light ions or unpolarized heavy ions. EDM4eic and podio, ACTS). C++ and Python.
* Integrated interaction and detector * Software design based lessons learned in the worldwide NP and HEP
region of ~90m to get ~100% community, including statement of software principles.

acceptance for all final state particles,
and measure them with good
resolution (tracking, calorimetry,
particle identification).

* Al/ML in production: N/A.
* Al/ML in development: Al-assisted detector design; autonomous control and
experimentation.; fast detector simulations integrated in Geant4;

reconstructionzgsing holistic detector information. —

CHEP 2023, May 8. Jefferson Lab
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Software & Computing play an ever-growing role in modern science, including NP, HEP, and \

related fields.

As new experiments commence and data volumes rapidly increase, the NP community is exploring

the next generation of data processing and analysis workflows to optimize scientific output:
* This includes streaming readout, Al/ML, and common scientific 'software.

The next decade promises to be exciting for NP, with diverse scientific programs ongoing at

facilities such as CEBAF, FRIB, RHIC, the upcoming EIC, and many others.

To achieve our goals for next-generation software and computing for NP, we must work together
globally and across various fields.
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