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Further Exploration of the Standard Model

CHEP 2023, May 8. 

76 participants 74 participants

Gravitational Interactions Strong InteractionsElectroweak Interactions

Dark matter searches Electroweak symmetry breaking Deeper understanding of QCD 
Nuclear Physics

Mission of Nuclear Physics (NP) 
Quest to understand the origin, 
evolution, and structure of the 
matter of the universe. 
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Exploring Nuclear Physics: Insights From the Conference Surroundings

CHEP 2023, May 8. 3

Visible mass in the universe largely from protons 
and heavier nuclei.

How do quark and gluons interact and combine to 
form the proton remains largely unknown?  



Nuclear Matter is Unique

CHEP 2023, May 8. 

Nanoworld (scale ~10-9 m)

Femtoworld (scale ~10-15 m)

Not so in nuclear matter:  Interactions and structures 
are inextricably mixed up in protons and other forms 
of nuclear matter. 

Molecular and atomic matter: Most known matter has 
localized mass and charge centers – vast open space.
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Two Examples of Studying Nuclear Matter

CHEP 2023, May 8. 

Strongly iterative analysis for reliable, model-
independent analysis. 

Multiple Channel Challenge,
e.g., discovery search of gluon-based exotic particles 

(partial wave analysis, 1000s of waves)

Multi-Dimensional Challenge, 
e.g., 3D imaging of quarks and gluons in momentum 
or position space 

High statistics in five or more strongly correlated 
kinematics and multiple particles. 

exotic 
mesons 
(gluon 
based)

non-trivial gluon 
contributions to meson structure
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Nuclear Physics is Diverse

CHEP 2023, May 8. 

The Heavy Ions program explores the high temperature frontier of QCD, 
aiming to recreate and study new forms of matter and phenomena that 
may exist in extremely hot and dense nuclear matter. 

The Medium Energy program focuses on the low temperature frontier of 
QCD, aiming to understand how the properties of existing matter arise 
from the properties of QCD.

The Nuclear Structure and Nuclear Astrophysics program supports 
research in proton-rich and neutron-rich nuclei, as well as nuclear 
processes related to stellar nucleosynthesis, neutron stars, and Big Bang 
nucleosynthesis.

The Fundamental Symmetries program investigates the symmetries and 
forces governing the universe's history, seeking to answer questions such 
as why there is more matter than anti-matter, the neutrino's mass, and 
what new particles or forces remain to be discovered. 

Relativistic Heavy Ion Collider (RHIC) at BNL, 
Heavy Ion Program at LHC. 

Continuous Electron Beam Accelerator 
Facility (CEBAF) at JLab, RHIC, Triangle 
Universities Nuclear Laboratory (TUNL), 
Fermilab.  

Argonne Tandem LINAC Accelerator System 
(ATLAS) at ANL, Facility for Rare Isotope 
Beams (FRIB) at MSU, TUNL, Texas A&M 
University Cyclotron Institute, 88-Inch 
Cyclotron at. LBNL. 

Deep underground labs, neutron facilities, 
and three university Centers of Excellence 
(CENPA, TUNL, and TAMU). 

Diversity in Facilities Diversity in the Research Program
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Heavy Ion Program
• Relativistic Heavy Ion Collider (RHIC) at BNL is the first heavy-ion collider worldwide (2000 – present).

• RHIC has collision energies that reach 100 GeV for gold ions and 250 GeV for protons: 

• Study matter at densities that prevailed in the immediate aftermath of the Big Bang, particularly quark-gluon plasma. 

• RHIC-spin: Only spin-polarized proton collider ever built, enables study of the gluon contribution to the proton spin 
and other proton structure measurements. 

• The future Electron-Ion Collider will be built on the existing RHIC facility.

CHEP 2023, May 8. 

High temperature frontier of QCD. 
Exploring new forms of matter and phenomena in dense, hot nuclear matter. 

Circumference: 3834 m
Two experiments

Gold-gold collisions at STAR.
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sPHENIX (2023 – 2025) 

CHEP 2023, May 8. 

Front End 
data

Front End 
data

Front End 
data

Offline data processing 
at SDCC (BNL). 

Distributed computing 
for simulations and 

physics analysis. 
Online calibration, and 

reconstruction at a 
rapid turnaround at 

SDCC. 

Analysis 
data

Expected: 140 PB

Data format: ROOT 
(non-flat for 

reconstruction, flat for 
analysis)

2 Tb/s 40 Gb/s

• Software stack: C++, Python for physics analysis, and ML. 
• Triggered readout of calorimeter combined with streaming readout of 

tracking detectors. 
• Aims to calibrate and reconstruct 100% of data in near real time. Will inform 

processing of streamed data for high data rates for other experiments. 

• AI/ML in production: Fast ML for calibration and reconstruction; analysis. 

• Collider experiment for high precision 
measurements of jets and heavy flavor 
observables (tracking, calorimetry). 

• Study quark-gluon structure of strongly  
interacting quark-gluon plasma. 
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Medium Energy Program

CHEP 2023, May 8. 

Two major accelerator facilities in the U.S.:
1. RHIC-spin (BNL), spin-polarized proton collisions  to probe the spin structure of the proton.
2. Continuous Electron Beam Accelerator Facility (CEBAF) at Jefferson Lab (JLab).

Next new accelerator facility, co-hosted by BNL and JLab: Electron-Ion Collider (EIC). 

Low temperature frontier of QCD. 
Aiming to understand how the properties of nuclear matter arise from QCD.

Versatile: Deliver range of beam energies and currents to four experimental halls simultaneously. 
62+ Experiments: Study of quark-gluon structure of nucleons and nuclei, and search for exotic mesons. 

• world-record polarized electron beams (90%) 
• highest intensity tagged photon beam at 9 GeV

D1 INJECTOR   2 LINAC   3 RECIRCULATION ARCS 

1
2

3
A

B
C

2

3

Bernd Surrow

Luminosity / CME / Kinematic coverage 

Spinning Glue: QCD and Spin
!19

XXVI International Workshop on DIS and Related Subjects - DIS2018 
Kobe, Japan, April 16-20, 2018

Background - The EIC Facility Concepts

arXiv:1212.1701
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The 12 GeV upgrade of CEBAF at JLab and the COMPASS at CERN will initiate such
studies in predominantly valence quark region. However, these programs will be dramati-
cally extended at the EIC to explore the role of the gluons and sea quarks in determining
the hadron structure and properties. This will resolve crucial questions, such as whether
a substantial “missing” portion of nucleon spin resides in the gluons. By providing high-
energy probes of partons’ transverse momenta, the EIC should also illuminate the role of
their orbital motion contributing to nucleon spin.

The Spin and Flavor Structure of the Nucleon

An intensive and worldwide experimen-
tal program over the past two decades has
shown that the spin of quarks and antiquarks
is only responsible for ⇠ 30% of the pro-
ton spin. Recent RHIC results indicate that
the gluons’ spin contribution in the currently
explored kinematic region is non-zero, but
not yet su�cient to account for the missing
70%. The partons’ total helicity contribu-
tion to the proton spin is very sensitive to
their minimum momentum fraction x acces-
sible by the experiments. With the unique
capability to reach two orders of magnitude

lower in x and to span a wider range of mo-
mentum transferQ than previously achieved,
the EIC would o↵er the most powerful tool
to precisely quantify how the spin of gluons
and that of quarks of various flavors con-
tribute to the protons spin. The EIC would
realize this by colliding longitudinally polar-
ized electrons and nucleons, with both inclu-
sive and semi-inclusive DIS measurements.
In the former, only the scattered electron is
detected, while in the latter, an additional
hadron created in the collisions is to be de-
tected and identified.
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Current polarized DIS data:

CERN DESY JLab SLAC

Current polarized BNL-RHIC pp data:

PHENIX π0 STAR 1-jet
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Figure 1.2: Left: The range in parton momentum fraction x vs. the square of the momentum
transferred by the electron to the proton Q

2 accessible with the EIC in e+p collisions at two
di↵erent center-of-mass energies, compared to existing data. Right: The projected reduction
in the uncertainties of the gluon’s helicity contribution �G vs. the quark helicity contribution
�⌃/2 to the proton spin from the region of parton momentum fractions x > 0.001 that would
be achieved by the EIC for di↵erent center-of-mass energies.

Figure 1.2 (Right) shows the reduction in
uncertainties of the contributions to the nu-
cleon spin from the spin of the gluons, quarks
and antiquarks, evaluated in the x range

from 0.001 to 1.0. This would be achieved by
the EIC in its early operations. In future, the
kinematic range could be further extended
down to x ⇠ 0.0001 reducing significantly
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ultra-high luminosities

CEBAF12
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Super Bigbite Spectrometer (SBS) in Hall A (2021 – 2024) 

CHEP 2023, May 8. 

Front End 
data

Front End 
data

Front End 
data

Offline data processing 
at JLab

Online data processing 
for monitoring using 
160 cores, detailed 

data quality checks as 
part of shift routine.

Analysis 
data

Collected: 2.5 PB 

Data format: EVIO, 
ROOT (flat).

20 Gb/s O(2) Gb/s

• Software stack: C++. 
• Hall A/C workflows have been standardized for over a decade, resulting in a 

highly trained workforce.
• Great success in preserving metadata in Git.

• AI/ML in production: None. 
• AI/ML in development: Autonomous data quality monitoring (Hydra), data 

reduction for future experiments. 

• Fixed-target experiment with high 
luminosity. 

• Polarized electron beams off polarized 
targets. 

• Two movable open-geometry medium-
acceptance detector systems for 
coincidence measurements of multiple 
final states (tracking, calorimetry, 
particle identification). 
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CLAS12 in Hall B (2018 – present) 

CHEP 2023, May 8. 

Front End 
data

Front End 
data

Front End 
data

Offline data processing 
at JLab, OSG, and 

NERSC

Online data processing 
for monitoring using 

O(100) cores. 

Analysis 
data

Collected: 7 PB

Data format: Custom 
(HIPO)

500 Mb/s 50 Mb/s

• Software stack: JAVA for almost all tasks, with C++ for detector simulations 
and Python and FORTRAN utilized for some physics analysis. 

• Successes in standardized software workflows. 

• AI/ML in production: Noise reduction for tracking and track finding, 
autonomous data quality monitoring. 

• AI/ML in development: L3 trigger system for higher luminosity running, 
particle identification. 

• Fixed-target experiment with medium
luminosity. 

• Polarized electron beams off a 
polarized targets.

• A large acceptance detector for the 
study of a multitude of final states 
(tracking, calorimetry, particle 
identification) 
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GlueX in Hall D (2017 – present) 

CHEP 2023, May 8. 

Front End 
data

Front End 
data

Front End 
data

Offline data processing 
at JLab and NERSC. 

OSG for simulations. 

Online data processing 
for monitoring using 

O(100) CPUs

Analysis 
data

Collected: 17 PB

Data format: Custom 
(HDDM) , ROOT (non-
flat, TClonesArrays for 
multiple combinations 

within one event)

1 Gb/s 150 Mb/s

• Software stack: C++. 
• Parallelization and multi-threading with JANA framework were essential for 

efficient data processing and analysis. 

• AI/ML in production: Autonomous control (AIEIC) and data quality 
monitoring (Hydra) particle identification.  

• AI/ML in development: Autonomous calibration, PWA. 

• Fixed-target experiment with high 
luminosity. 

• Linearly polarized photon beam of 9 
GeV off liquid hydrogen target. 

• Spectrometer with solenoidal magnet 
designed for the search of light hybrid 
mesons with high statistical accuracy 
(tracking, calorimetry, particle 
identification)
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Nuclear Structure and Nuclear Astrophysics

CHEP 2023, May 8. 13

• Facility for Rare Isotope Beams (FRIB) is a major scientific user facility for the Nuclear Structure and Nuclear 
Astrophysics program.

• FRIB is located at Michigan State University and was completed in 2022.
• One of the most powerful rare isotope facilities globally, producing isotopes with unique properties for research in 

NP, astrophysics, and medical fields.  
• Research focus on nuclear structure of a rare isotopes, measurement of nuclear reaction rates that are crucial to 

understanding the behavior of matter in extreme astrophysical environments, and to test nuclear models that 
accurately describe the behavior of such environments. 



FRIB Experiments (2022 – present) 

CHEP 2023, May 8. 

Front End 
data

Front End 
data

Front End 
data

Online cluster for event 
building and 

monitoring. Tests for 
near-online event 
building at NERSC. 

Offline data processing  
at FRIB. 

Analysis 
data

Collected: 2-10 TB/ 
week, 0.3 PB since May 

2022. 

Data format: Custom, 
ROOT.  

100 Mb/s 100 Mb/s

• Software stack: C++, Python for slow control configuration, online 
monitoring tools, and physics analysis.  

• Streaming readout to bypass issues as event pile-up or overlapping signals 
from different events. 

• AI/ML in production: Autonomous control, event clustering and 
classification, physics analysis. 

• Data rates vary from experiment to 
experiments. 

• Support for customizable detector 
configurations with auxiliary detectors 
from users.  
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GRETA (planned for 2025) 

CHEP 2023, May 8. 

Front End 
data

Front End 
data

Front End 
data

Mid-scale GPU 
cluster for near real 

time data analysis (< 
10s) of the entire 

data stream.
Remote processing 

on HPC  being 
explored.

Analysis 
data

Expected: a few 100 TB 
/year. 

Data format: Custom, 
ROOT.  

8 Tb/s 4 Gb/s

• Software stack: Go for high performance network aggregation components 
and data pipeline control plane, C++ for online data analysis component, 
Python and Javascript for UI. 

• Working with Interdisciplinary software teams for the development of a 
modern detector computing system using streaming readout. 

• AI/ML in development: None. 

• GRETA is a large-scale gamma-ray 
tracking spectrometer to be used for 
nuclear structure and nuclear 
astrophysics studies at FRIB. 
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Unique Computing Challenges for Nuclear Physics
Nuclear Physics is diverse: 

• Broad research program with many facilities and experiments. 
• Research program extends across a broad range of collaborative scales, in average smaller than HEP. 

• Relatively smaller size of experiments goes along with shorter experimental life cycles and faster changes in 
scientific goals. 

Software and computing efforts are diverse: 

• Vary according to collaborative scale, from pragmatic do-it-yourself approaches among a few, to substantial 
organized software and computing activities within large experiments. 

• Relatively smaller group size requires careful planning and design of the software effort: 
• Need to find right balance between in-house development and adoption of common software packages and  

data management practices. 
• Balancing maintenance and improvement of original software simultaneously with development and 

incorporation of new tools requires continual attention. 
• Data and analysis preservation for re-producing, re-using, and re-interpreting analyses major challenge. 

• New experiments and increasing data volumes drive the need for new approaches to data processing and analysis: 
• Even at small experiments due to rapidly increasing data volumes and processing demands.

CHEP 2023, May 8. 16



The Role of Advanced Computing in Nuclear Physics 

CHEP 2023, May 8. 

Martin Savage (INT) “The next decade will be looked back upon as a truly
astonishing period in NP and in our understanding of fundamental aspects
of nature. This will be made possible by advances in scientific computing
and in how the Nuclear Physics community organizes and collaborates, and
how DOE and NSF supports this, to take full advantage of these advances.”

Donald Geesaman (ANL, former NSAC Chair) “It will be joint progress of
theory and experiment that moves us forward, not in one side alone”

Future Trends in Nuclear Physics Computing

• Recent years  Discussion about the next generation of data processing 
and analysis workflows that will maximize the science output. 

• One context for this discussion  
• Workshop series on Future Trends in Nuclear Physics Computing

17

https://www.jlab.org/FTNPC


Lattice Quantum Chromo-Dynamics (LQCD)

• LQCD develops theoretical, algorithmic, and software tools for lattice QCD, using cutting-edge HPC systems and 
exploring the role of AI/ML for lattice QCD. 

• It enhances our understanding of heavy-ion measurements at RHIC; nuclear structure studies at JLab, RHIC-spin, and 
the upcoming EIC; and the search for excited and exotic mesons at JLab.  

CHEP 2023, May 8. 

SciDAC-5 project

Lattice QCD and Data-Intensive Challenges 

• Generating snapshots of the QCD vacuum on 4-d lattice: 
• O(1000) configurations of the gluon fields (O(10GB)).

• Solving 4D Dirac equation in each of these configurations: 
• O(1M) individual files (O(1PB)). 

• Contractions results in additional O(1M) files. 

• Online disk in high demand: Reading O(100TB) can saturate 
the IB to disk if O(100s) jobs are running.

• O(1PB) are available online. 
• Rest kept on tape, currently 14PB. 

First nonperturbative QCD calculation of an 
three-hadron scattering amplitude (π+, π+, π+)

Additional details concerning the S-wave integral equa-
tions are presented in Secs. III and IVof the Supplemental
Material [56], where we also describe the propagation of
the uncertainties of mπa0 and K3;iso into the predicted
amplitude. (See also Ref. [84] for more details on express-
ing the three-particle amplitude via a truncated partial wave
series and Ref. [85] for a discussion of integral equations
and their solutions in a resonant three-hadron channel.)
Summary.—In this work we have presented the first

lattice QCD determination of the energy-dependent three-
to-three scattering amplitude for three pions with maximal
isospin. The calculation proceeded in three steps: (i) deter-
mining finite-volume energies with πþπþπþ quantum
numbers, (ii) using the framework of Ref. [4] to extract
two- and three-body K matrices from these, and (iii) apply-
ing the results of Ref. [5] to convert these to the three-
hadron scattering amplitude, by solving known integral
equations. The three steps are summarized, respectively, by
Figs. 1, 2, and 3.

Having established this general workflow, it is now well
within reach to rigorously extract three-hadron resonance
properties from lattice QCD calculations. In particular the
formalism has recently been extended to three-pion states
with any value of isospin in Ref. [42]. This should enable
studies, for example, of the ω, h1, and a1 resonances. The
main outstanding challenges here include rigorous resonant
parametrizations of the intermediate three-body K matrix,
as well as a better understanding of the analytic continu-
ation required to identify the resonance pole position.
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gram. Also acknowledged is support from the U.S.
Department of Energy Exascale Computing Project. This
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This research was supported in part under an ALCC
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FIG. 3. Top: Dalitz-like plot of m4
πjM3j2 for

ffiffiffiffiffi
s3

p ¼ 3.7m
with final kinematics fixed to fp021 ; p022 g ¼ f0.01m2

π ; 0.7m2
πg

⇒ fm0
12; m

0
13g ¼ f2.1mπ; 2.25mπg. Bottom: Same total energy,

now with incoming and outgoing kinematics set equal, as
discussed in the text.

PHYSICAL REVIEW LETTERS 126, 012001 (2021)

012001-5

Scattering rate of the resulting amplitude.
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SciDAC-5 project

CHEP 2023, May 8. 

• Goal: Improve theoretical predictions for low-energy NP by: 
• Advanced computation of accurate and precise nuclear interactions and currents using HPC, 
• More sophisticated quantification of uncertainties using data science. 

• Research: Computational low-energy NP and applied math/computer science. 
• Relevant to experimental facilities FRIB, ATLAS at ANL, and JLab and to future 1-ton scale neutrino experiments such 

as LEGEND. 

Nuclear matrix elements for 
neutrinoless double beta decay

Neutron skin thickness of Pb

PREX

Neutron-rich Mg 
isotopes are deformed
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Compute-Detector Integration to Maximize Science

• Problem Data for physics analyses and the resulting publications available after O(1year) due to complexity of NP 
experiments (and their organization). 
• Alignment and calibration of detector as well as reconstruction and validation of events time-consuming. 

• Goal Rapid turnaround of data for physics analyses. 

• Solution Compute-detector integration using: 
• AI/ML for autonomous alignment and calibration as well as reconstruction in near real time, 
• Streaming readout for continuous data flow and heterogeneous computing for acceleration. 

CHEP 2023, May 8. 

On-Beam Validation of Streaming Readout at Jefferson Lab (Eur.Phys.J.Plus 137 (2022) 8, 958)
Tests at CLAS12 and GlueX included AI-supported real-time tagging and selection algorithms 
• Standard operation of Hall-B CLAS12 with high-intensity electron-beam 

• Streaming readout of forward tagger calorimeter and hodoscope
• Measurement  of inclusive π0 hadronproduction

• Prototype of EIC PbWO4 crystal EMCAL in Hall-D Pair Spectrometer
• Calorimeter energy resolution of SRQ compatible with triggered DAQ. 
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Fig. 11 Diphoton invariant mass spectra. Top: standard
clustering algorithm (benchmark) and k-means, shown with
different configurations of the hyperparameters. Bottom: the
same with HDBSCAN.

gorithm to test the tuning of the hyperparameters (Fig.
11 shows only one particular case). For HDBSCAN we
also extend the clustering to the entire information avail-
able in the calorimeter (4D: x, y, t, E). Loose selection
criteria with fiducial cuts is applied consistently in all
cases in Fig. 11 to produce the corresponding dipho-
ton invariant mass spectra. With this simple and clean
dataset, the ⇡

0 yields obtained with the different meth-
ods are comparable, but k-means retained more back-
ground at lower mass value. As expected, the runtime
of k-means is comparable to the standard algorithm,
while HDBSCAN is 30% slower on average due to its
more complex calculations. On the other hand, HDB-
SCAN is a more suitable clustering strategy for more
complex data, as it handles high multiplicity, noise, and
complex topologies. No cuts on the membership proba-
bilities or outlier scores of the hits have been applied in
the HDBSCAN case — this is a promising opportunity
that is left for future studies. In Sec. 5.2.3, we will run
the AI-based clustering algorithms on data taken dur-
ing the SRO tests and provide a detailed description of
the accomplished analysis.

5 On-beam test results

5.1 Hall-D

Tests were performed parasitically during GlueX high-
luminosity runs with a 350 nA photon beam. The pro-
totype was irradiated with a 4.7GeV secondary elec-
tron beam centered with respect to the matrix central
crystal. Figure 12 shows a sketch of the experimental
setup.
Two different DAQ setups were used: triggered mode
(integrated into GlueX data acquisition), and streaming
readout. Tests with triggered DAQ were performed by
applying the same methodology described in Ref. [19].
The signal amplitude from each PMT was recorded by
an FADC whenever a lepton hit a PS hodoscope tile.
For SRO tests, each PMT signal was digitized by the
WaveBoard and streamed to TRIDAS software, where
a threshold equivalent to ⇠ 2GeV, defined a L1 event.

Fig. 12 Schematic of the prototype tests installed in the
Hall-D beamline behind the pair spectrometer

5.1.1 Data analysis and results

To validate the performance of the SRO DAQ chain, we
compared the energy resolution obtained in triggered
and SRO mode. The SRO data analysis was performed
within the JANA2 framework, where a dedicated clus-
tering algorithm was implemented. Fig. 13 shows the
energy spectrum of the nine channels. The effect of the
L1 threshold is clearly visible for the central crystal.

The selection algorithm identified events with a large
energy deposited in the central crystals (assumed to
be the EM shower seed) and summed all hits in the
other channels within a time window of 100 ns. A cut
on the energy-weighted x-y hit position was used to
exclude events hitting the side crystals after a rough
inter-channel energy calibration (the procedure is the
same as described later for triggered mode). The clus-

Lessons will be learned from the streaming readout at sPHENIX: High-rate processing of streamed data. 
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AI/ML in Nuclear Physics

CHEP 2023, May 8. 21

Tremendous interest and activity in AI/ML in NP: 
• NP researchers already have the talent and many of the tools required for the AI/ML revolution. 
• NP addresses challenges that are not addressed in current technologies.  
• NP presents data sets that expose limitations of cutting edge methods. 
• Cross collaboration: To solve the many complex programs in the field and facilitate discoveries strong collaborations 

between NP, data science, and industry would be beneficial for all parties. 
• Education is key to increase the level of AI-literacy – research programs and curricula in data science can help to 

attract students. 

NP is a highly distributed scientific field, 
utilizing various data types across 
different scales, making it ideal for AI/ML 
applications (Colloquium Article).

https://inspirehep.net/literature/1984754


Common Scientific Software 

Nuclear Physics Software Community Building
• Software & Computing Round Table (BNL, HSF, JLab) explores interplay of 

computing and science and aims to promote for knowledge transfer and 
encourage common projects. 

• Participation in HEP Software Foundation Involvement in MC event 
generators, frameworks, reconstruction and software triggers, training. 

Common Scientific Software  – Lessons learned from ACTS and Rucio
• The team is the most important: Do not separate development and 

operations. 
• The project: Clear, focused short-term goals should align with a sustainable 

long-term plan that accommodates external collaborators.
• The management: Manage expectation to allow the team enough time to 

achieve success.

Scientific software careers need support
• Support for education and training in software development. 
• Provide career paths and funding that allow for and value software 

development. 

CHEP 2023, May 8. 22
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Gaining Insight Into the Community 

• Goal: Enable active participation in physics analysis, regardless of career stage, beyond just students and postdocs.

• Survey: On average, 78% of students' and postdocs' research time is devoted to software and computing. 

User-Centered Design: Engage community in development. Listen to users, then develop software. 

• User archetypes developed on feedback from focus group discussions. 

• Input to software developers as to which users they are writing software for: 

CHEP 2023, May 8. 

User Archetypes 

Software is not my strong suit. 
Software as a necessary tool. 
Software as part of my research. 
Software is a social activity. 
Software emperors.
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The Electron-Ion Collider (EIC)

• World’s first collider of:
• Polarized electrons and polarized protons, 
• Polarized electrons and light ions (d, 3He), 
• Electrons and heavy ions (up to Uranium).

• The EIC will enable us to embark on a precision study of the nucleon 
and the nucleus at the scale of sea quarks and gluons, over all of the 
kinematic range that is relevant. 

• The EIC Yellow Report (Nucl.Phys.A 1026 (2022) 122447) describes 
the physics case, the resulting detector requirements, and the 
evolving detector concepts for the experimental program at the EIC. 

• BNL and Jefferson Lab will be host laboratories for the EIC 
Experimental Program. Leadership roles in the EIC project are shared. 

• EIC operations will start in about a decade. 

CHEP 2023, May 8. 
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Figure 1.1: Schematic layout of the planned EIC accelerator based on the existing RHIC
complex at Brookhaven National Laboratory.

electrons and ions and use sophisticated, large detectors to identify specific reac-
tions whose precise measurement can yield previously unattainable insight into
the structure of the nucleon and nucleus. The EIC will open a new window into
the quantum world of the atomic nucleus and allow physicists access for the first
time to key, elusive aspects of nuclear structure in terms of the fundamental quark
and gluon constituents. Nuclear processes fuel the universe. Past research has
provided enormous benefit to society in terms of medicine, energy and other ap-

Frontier accelerator facility in the U.S.
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ePIC (EIC Project Detector)

CHEP 2023, May 8. 

Front End 
data

Front End 
data

Front End 
data

Common software 
stack for online and 

offline software. 
Rapid, near-real-time 
data processing using 

streaming readout, 
AI/ML, and 

heterogeneous 
computing. 

Analysis 
data

Expected: 20PB /year

Data format: ROOT 
(flat)

10 Tb/s 100 Gb/s

• Software stack: Modular simulation, reconstruction, and analysis toolkit 
using tools from the NP-HEP community (Geant4 and DD4hep, JANA, 
EDM4eic and podio, ACTS). C++ and Python. 

• Software design based lessons learned in the worldwide NP and HEP 
community, including statement of software principles.  

• AI/ML in production: N/A. 
• AI/ML in development: AI-assisted detector design; autonomous control and 

experimentation.; fast detector simulations integrated in Geant4;
reconstruction using holistic detector information. 

• Collider experiment with high 
luminosity. 

• Polarized electron beams off polarized 
light ions or unpolarized heavy ions. 

• Integrated interaction and detector 
region of ~90m to get ~100% 
acceptance for all final state particles, 
and measure them with good 
resolution (tracking, calorimetry, 
particle identification). 
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• Software & Computing play an ever-growing role in modern science, including NP, HEP, and 
related fields.

• As new experiments commence and data volumes rapidly increase, the NP community is exploring 
the next generation of data processing and analysis workflows to optimize scientific output:
• This includes streaming readout, AI/ML, and common scientific software.

• The next decade promises to be exciting for NP, with diverse scientific programs ongoing at 
facilities such as CEBAF, FRIB, RHIC, the upcoming EIC, and many others.

• To achieve our goals for next-generation software and computing for NP, we must work together 
globally and across various fields. 
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