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CERNBox: Storage gateway for CERN and beyond
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CERNBox

 CERNBox is CERN’s on
premise cloud
collaboration platform.

[ ] Deeply intergrated With : - 4 — Is CERN's on-premises Sclentific @ CERN Box mloggtgogm\:,.mr:nmmm;z:
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* Poster session tomorrow
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= 1st CERNBox User Forum

= 193 registered users

CERNBox: User Stories, Proposed Features

= 172 unique users in Zoom AT
and Opportunities for Improvements

« Peak of ~90 concurrent users

= 56+ institutions

= 31 speakers

« All CERN departments represented
® .

ALICE MFT

= +1000 Project areas

= 31 LHC and non-LHC experiments working areas
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Some Outreach
and
EFducational
activities




Helping students to reach their educational goals

WP UpTO University OVERVIEW - NEWS UP2UNIVERSE OPENUP2U LEARNING PLATFORM RESOURCES CONTACT

CERNBox provides an easy way to keep files safe anc . .
in the Cl_oud; it also makes it easy for teachers and stt w U p TO U n Ive rslty OVERVIEW NEWS UP2UNIVERSE OPENUP2U LEARNING PLATFORM RESOURCES CONTACT

CERNBOox provides a plugin for Moodle, allowing teac
into a course.

Its integration with Moodle and SWAN makes CERNE
solution ina modern school The Sync and Share solution for Science

Description

CERNBOox is cloud-based storage, synchronization and sharing for science. Users can easily
access their files via the Web interface, have them synchronized with the CERNBox desktop
client, and share single documents or entire folders with colleagues. CERNBox is also
accessible from mobile devices via the CERNBox app with which it is possible to
automatically upload pics and videos shot with the on-board camera to the cloud.

More on “ScienceBox 2.0: Evolving the demonstrator package for CERN storage and analysis services{]”
Tueday @ 11:15, Enrico Bocchi


https://indico.jlab.org/event/459/timetable/?view=standard
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The third run of the Large Hadron T
Collider has successfully started _—_
A round of applause broke out in the CERN Control Centre on 5 July at 4.47 p.m. CEST b
when the Large Hadron Collider (LHC) detectors started recording high-energy
collisions at the unprecedented energy of 13.6 TeV ik 200000
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Collider (LHC) detectors switched on all subsystems and started recording high-energy collisions at the - - - *
innraradantad anarou af 12 £ Tall ieharing in 2 naw nhueire easenn Thie faat wae mada naceihla thanlbe ta tha \ m 1 .‘- . N M Canada 845 IPs
PRt PRSI Tt M) e ST e am ar asLan Ana | A = S e L e Mang » -
alreadv verv diverse LHC phvsics broeramme! | gome R L R TS ndian -% L)
South . k Ocean L u Switzerand 525 IFS
ATLAS_16h55_049 g &
Pictures of the day are available here. - - _‘.’ n = = Pacitle ® .,r J s J , =
) Ocean by D wew
Videos of the event are accessible here. CCC15h08.090  France 504 IPs
-



CERNBox, GSOC,
HSF
and Open Source

e Sourcing talent while
promoting science

2019 Program | CERN-HSE

2018 Program | CERN-HSF
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SWAN, Education and Outreach

> Frequent requests to use SWAN during schools or workshops
= Exercise sessions at the CERN School of Computin
= Tutorials of analysis tools: ROOT workshop for summer students

Programme

> Requests that include GPUs for ML are becoming more common
= “| need XX GPUs to use SWAN during a course about ML”
» Three examples already in 2023: ATLAS ML workshop, iCSC and [talian Teacher

Outl OOk = r -Qé'l;‘;!ul(i]el :gg—>H (x10) ]
10000 —qg—H (x100) -#- Data 1

: s 8000 *"* ]

e CERN Open Data portal is constantly growing . ]
o Data access policies of the ALICE, ATLAS, CMS and LHCb ensure 6°°°; - ]

vast amount of new data wof ) N 1

e Ongoing effort to publish legacy CMS data in NanoAOD format a3 i B

o Reduced data format detached from experiment specific software S — ‘*':*~
o  Suits a wide range of analyses Visible di-tau mass / GeV
o  Allows for analyses with simple programming model
— Bringing students and individuals close to real physics data
from the LHC with minimal technical know-how
— Example: ROOT RDataFrame

e SWAN together with the Open Data portal would be the
perfectly suited to bring HEP as close as possible to students
and individuals

Basic Examples
ROOT Primer
Accelerator Complex
Beam Dynamics
Machine Learning
Apache Spark
Outreach

AWAKE

Outreach

Reach out with SWAN! This section collect a series of outreach efforts involving SWAN.

Particle open data teaching (Hiukkasfysiikan avoin data opetuksessa)

SWAN, the CERN Service for Web based ANalysis, is not only made for analysis of scientific data but also the ideal platform for
outreach. Paavo Rikkild (CMS) put together an introductory course about experimental HEP for future high school teachers. The
result is great: check it out in SWAN!

@ Esim-pseudorapiditeetti-mittatarkkuus @, convolPanel | Logout

12 0

]
B+ % & B 4 % N B ClMakdown | = Celoolbar

Lahdetaanpa tutkimaan!

Lahdetaan i miten teetin vaikutus mi Voidaan havaita CMS-imaisimen keraaman oikean datan

avulla. Kaytetaan CMS:n vuodelta 2011 keréttya dataa (1], josta on valittu 10851 tormaystapahtumaa (events) tiedostoon
"Zmumu_Run2011A_massoilla.csv". (Karsinta on suoritettu koodila, joka on avoimesti saatavilla hitps://github.com/tpmecauley/dimuon-flter.)

Tiedostoon on valittu niité térmaystapahtumia, joissa syntynyt Z-bosoni on hajonnut myoniksi ¢~ ja antimyoniksi 4* . limaisin on havainnut nag myonit




European landscape

e (CS3 Site Reports:

 >30 PB of data

> 20 nodes

* > 600, 000 users

* > 3.5 billion files/directories
> 1 million shares

e Great uptake of Cloud Sync
and Share and

JupyterNotebook

 Satisfying needs of local
users
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But ...

e Researchers remain isolated on data
islands because these services
aren’t interconnected

 No common, ratified APl among
NRENSs

 Hard to share add-ons between

NRENS g g g e g
" ++ 4+ + + +
* Not benefiting from economy of St ST

scale + 4+ + + + +
+ 4+ + + +
:::::..::.‘.'l‘ e o




Also raised during the
pre-CHEP HSF workshop

* Ability to collaborate in a multi-
organizational team on a single resource

* Ability to efficiently access collaboration
data as well as make intermediate data
products available to the team

Analysis Facilities White Paper

Diego Ciangottini (INFN Perugia, Editor), Alessandra Forti (University of Manchester, Editor),
Lukas Heinrich (Technische Universitdt Minchen, Editor), Nicola Skidmore (University of
Manchester, Editor),

Abstract

This whitepaper presents the current status of the R&D for analysis facilities and attempts to
summarize the current views on the future direction of these facilities. These views have been |
collected through the High Energy Physics (HEP) Software Foundation’s (HSF) Analysis
Facilities forum, established in March 2022, and through the Analysis Ecosystems Il workshop
that took place in May 2022.

Abstract 1
Introduction 1
Analysis infrastructures from a user perspective 2

Goals 2

Topics for discussion: 7
Analysis infrastructure models 8
DOMA 10
Federated Identity Management 12
GPU Resources 13
Analysis portability and preservation 13
Monitoring and Metrics 14
End user documentation 15
Summary 16
Introduction

In the HL-LHC era (to begin in 2029) LHC analysts will have over an order of magnitude more
data to analyze than currently. This will require significant changes to analyses techniques
and workflowe csome of which mav be better =uited to run usina cloud technoloaiese and



There is an
important demand
for users to
collaborate
beyond their local
clouds
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Science Mesh

-

One way to remove

barriers




Science Mesh

Uniting European data services with CS3 APIs
Supporting researchers with CSSMESH*EOSC

e ScienceMesh is a trusted
federation of nodes

e Users can collaborate with
remote users with the same UX
as if they were local users

* Built with Open Standards and
Open-Source Software

* Allows interoperability of clouds —

s | ——— ’
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Sharing of data beyond cloudds

< Shares X

. big-folder

Share with people @

Account type Invite
standard v l @ Giuseppe Lo Presti x ]

Notify via mail m

Local collaborator

@ Invite as viewer =

¢ Shares

. big-folder

Share with people ¢

Account type Invite
federated dbenjamin@bnl.gov

@ Invite as viewer » Notify via mail

Remote collaborator
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Increasing value

H#

-

—)

Data Science
Environments

3+

Open Data Systems

Collaborative
Documents

On demand large
dataset transfer
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Building bl

OPENCLOUDMESH
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CERN \ ‘llu,“
DESY Deutsches Elektronen-Synchrotron 'l||,l
ERCIS - European Research Center for Information Systems. iy, 1,
ETH Zirich ‘lu,“ ”,
Garching Computing Centre of the Max-Planck-Society Iy, )
GEANT Association ”,

Sciebo, the 500,000 user Campuscloud
SURF, Netherlands

SWITCH, Switzerland b, -,

TU Berlin I 44/

University of Vienna ’fr,,I, "
)
Y

University of Florida
University of Hawaii - Manoa, College of Education

AARNet, Australia

Open Cloud Mesh data sharing protocol

ocks

2 smevce cLowD

© CS® MESH

ScienceBox

Efle

OPENCLOUDMESH

@ Reva

Interoperability platform
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Requirements to
join the mesh

* Have a deployment of ownCloud
or NextCloud EFSS platforms

* Follow the instructions to join as
a node in the trusted federation

https://sciencemesh.io

e Getin touch

* Workshop on EGI Conference
June 2023



https://sciencemesh.io/

\

Thank you

Get in touch:
hugo.Gonzalez.Labrador@cern.ch
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