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Data volumes growing not only at LHC

The LHC at CERN was the first large scientific experiment to generate and manage multi PBs of data per year.

Technologies to manage and process data initially developed at CERN are being adopted by other collaborations,
as new generation of detectors, antennas and telescopes are producing and processing large data volumes as well.
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Taylor R. et al. Big Data Research Infrastructure Collaboration Toward the SKA (BRICSKA). doi: 10.1590/0001-3765202120201027. PMID: 34076205.

See plenary talk by Rosie Bolton
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https://repository.uwc.ac.za/bitstream/handle/10566/7611/taylor_big%20data%20research%20infrastructure_2021.pdf?sequence=1&isAllowed=y
https://indico.jlab.org/event/459/contributions/12503/

The challenge

A common infrastructure across Research
Infrastructures would foster:

e economy of scale

e collaboration across domains
e scientific reuse

e sustainability
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Have you failed to reproduce a result?

® Someone else’s My own

Chemistry [

70%

researchers tried and
failed to reproduce PhySICS and e ———
others' results '
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Baker, M. 1,500 scientists lift the lid on reproducibility. NatBure 533, 452-454 (2016).



EU collaborations

EU-funded projects promote cross-fertilisation across Research Infrastructures and
scientific domains to find common, consistent and useful solutions to challenges of
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Federated Data Management and Transfer Services
Distributed Data Processing

Software Sustainability

Analysis Preservation and Reusability

. all in one common Analysis Platform!

See yesterday's talk by G. Lamanna
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https://indico.jlab.org/event/459/contributions/11808/

The Virtual Research Environment

The VRE is an open source analysis platform where researchers have access to all
the digital content needed to develop, share and reproduce an end-to-end
scientific result in compliance with FAIR (findable, accessible, interoperable,
reproducible) principles.
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Timeline
- escapepoect [

EOSC-Future project

2019 2020 2021 2022 2023 2024
First ESCAPE initial VRE CHEP2023
Data Lake design
prototype

Science Projects
onboard the
VRE
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Analysis workflow
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Context: EOSC-Future

EOSC-Future Science Projects demonstrate
e multi-domain science integration across the ESCAPE project
 unification of services under one Proof of Concept (PoC) analysis platform, the VRE

 interdisciplinary open science example from bottom-up effort as a science driver for other communities

Neutrino Observations

High Energy Astronomy
Low Frequency Telescopes
Particle Physics
Gravitational Waves
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Hiustrative example  INAirect detection plane
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https://indico.jlab.org/event/459/contributions/11544/

Extreme Universe searches

Multi-messenger astronomy: EM radiation, GW, neutrinos, cosmic rays are created
by different astrophysical processes, and thus reveal different information about

their sources)

. Active
INPUT DATA | Binary Neutron Eeleaile Core-Collapse
Star Merger Nuclei Supernovae
e GW
e Fast Radio multi e Neutrinos
STUDY Bursts wavelength e GW
e Broadband observations
follow ups
(MYIVIRGD '«,&\; (MY VIRGD
EXPERIMENT <’“I..
@ FermiLAT )
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https://en.wikipedia.org/wiki/Electromagnetic_radiation
https://en.wikipedia.org/wiki/Neutrino
https://en.wikipedia.org/wiki/Cosmic_ray
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The building blocks

o0

Authentication &
Authorization

Data
Management EIWETS

Distributed
storage

Notebook
service

ﬁ cloud, HPC

Continuous Integration / Continuous Delivery

Container Orchestration

Infrastructure As Code
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Authentication & Authorisation

e ((INFN

Authentication &
Authorization

INDIGO Identity and Access Management
(IAM) - adopted by WLCG for token

—)
e OIDC tokens
e X509 certificates / one VO
for all the experiments

~ subject mapping cronjob

v

Data
Management

Notebook
service
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Data Management

DATA LAKE of experiment data

Rucio is an open-source data management and orchestration project initially developed by the ATLAS experiment to manage large
volumes of data. It is now used by various CERN and non-CERN communities.

The Data Lake is a policy-driven, reliable, distributed data infrastructure able to deliver data on-demand at low latency to all types of
processing facilities. It ensures data security, quality and access. The storage elements are managed by partner institutions.

CERN
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https://rucio.cern.ch/

Ruclo instance

Data Lake

\/ dCache
W/ StoRM
v XRootD

Central Relational
Database

l

Main &
authorisation
servers
Daemons for data access
& replications through
gridFTP,
HTTP(S)/webDAV, XRoot
protocols
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https://indico.jlab.org/event/459/contributions/11296/
https://inspirehep.net/literature/1911950

NOte bOOk Se rV|Ce Server Options

® Minimal environment
Based on jupyter/scipy-notebook (active reana-client)

9] ROOT environment
ROOT v6.26.10, a C++ kernel is implemented too - DASK testing

To facilitate interactive analysis.

@) Minimal environment - python 3.9.13
Contains a REANA client

@) Virtual Observatory environment
Contains Jupyter Notebooks examples with the basic usage of the IVOA tools

.A ..= O Indirect Dark Matter Detection Environment
[ T T 11} Contains a GCC compiler and the MLFermiLATDwarfs and fermitools libraries - not fermipy
upyter
J d k 7 O Common gamma analysis tools
OC er Contains a GCC compiler and astropy, sherpa, agnpy, gammapy libraries

. O Wavelet Detection Filter (WDF) project environment
H 1 H Contains the full WDF env
interface to run containerised environments on
pub“c repositories 0 Compact stars Science Project environment

Contains the matchmaker library

preliminary analysis

O KM3NeT Science Project environment
Contains the common gamma analysis tools and the km3io, km3pipe and km3irf libraries

'®) KM3NeT & CTA combined analyses

~ Compatible environament with gammapy and the km3io, km3pipe and kma3irf libraries (env testing)
m O (oot

SKA environment profile for SDC

C e p h 0 LOFAR environment

Based on the prefactor container. Can be used to image LOFAR data

| _ client libraries and CephFS volumes
CERN Virtual Machine software installed to provided as shared, O I s
FS (CVMFES) installed - -
( ) N te raCt WIth te m pO Fa I’y StO I’ag e @) ESAP shopping basked environment (with astropy)
. . ESAP shopping basket and astropy, e.g. to download and plot images from the virtual observatory
underlying services solution

: The Virtual Research Environment, E. Gazzarrini, CHEP 2023 17
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Data Into the notebook

The Jupyterhub Rucio extension hides the complexity of the Data Lake and

File Edit View Run Kernel Tabs Settings

).

allows users to B 3 RUCIO
e browse experiments’ data catalogue © Eexpore  NOTEBOOK t 0
e authenticate with OIDC tokens to the Rucio infrastructure
e replicate data into the notebook ;= | ATLAS_LAPP_SP~ =

import the data into the notebook by assigning a parameter to it
run preliminary analysis to prototype code

earch Everything -

EARCH RESULTS

* ) ATLAS LAPP_SP:DM-dilepton-14TeV-2018

1 ATLAS LAPP_SP:DM.LeptonResonance.Data...

1 ATLAS LAPP_SP:DMsummary.dilepton.14TeV....

HRUCIO B

1 ATLAS LAPP_ SP:DMsummary.dileptonReinter...

@ © © © ©

= ATLAS LAPP SP:jared little

& All files available

The Virtual Research Environment, E. Gazzarrini, CHEP 2023
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Data into the notebook e

Data gets replicated through Rucio daemons from any storage
element to an EOS storage element of half a Petabyte FUSE

mounted on the Jupyterhub node.

The computation is limited to the CPU capacity of the node.

How do we SCALE OUT?

Openstack
Jupyterhub node FUSE mount

_
n Jjupyter
o :

The Virtual Research Environment, E. Gazzarrini, CHEP 2023 19
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Computing

e Distribute the analysis
o resource managers (Kubernetes, HTCondor (High Throughput Computing (HTC)) and Slurm (High
Performance Computing (HPC))
o work schedulers (Dask, Reana, Spark)

e Preserve the analysis for reuse
o work schedulers (Reana)

reana
e (CINEN /7) DASK |
machines

work scheduler connected over a

Authentication &
Authorization — network (C[ugter Qf

resource manager cloud, local or grid
o2 resources)
‘@‘ BHHN
kubernetes :.-'-!H[I‘!‘I
High Th hotr'() ti
Cw St Future S
S | The Virtual Research Environment, E. Gazzarrini, CHEP 2023
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https://www.vectorlogo.zone/logos/dask/dask-ar21.png

Analysis preservation and distribution

00 — Reana is a reproducible analysis project developed at
~ a— CERN, to make the preservation of heavier analyses
20— eana

seamless.
00 —

e Easily installed via Helm
e Intuitive declarative programming approach
(reana.yaml file) with:
o Input data
o environment
o code
o computational steps
e |solates each step with different containers
e Supports workflow engines
o CWL
o Snakemake
o Yadage --> workflow concatenation (output
becomes input)

database

job kubernetes
controller

5||_|r|1'| High Throaghpat Gomputing

workload manager

compute resources shared storage

Sy

(iE/RW SC Future
7 \/
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https://iopscience.iop.org/article/10.1088/1742-6596/898/10/102019
https://reanahub.io/

Non-local analysis preservation

From the Reana client;

00 —| e authenticate via IAM to Rucio with a side-car container
—_— e get data from distributed storage
E reana — the analysis can be reproduced fully and independently
o= from local storage
database -~
Data Lake

v EOS
v DPM

\/ dCache
/ StoRM
v XRootD

job kubernetes
controller n n

[ ]
H 1 v
[ ] [ ]
s HICoNdo
SIUFM  For oot comorns
pad man

compute resources shared storage

/ \é
? Future
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Workflow distribution with Dask

Daskhub helm chart: Dask Gateway + Jupyterhub
e multi-user, configurable usage profiles

e gateway to distribute access to all cloud nodes of the VRE
e code needs to be adapted

e dashboards of work progress

MMMMMMMMM
IIIIIIIIIIIIII
HHHHH
GGGGGGGGGGGG

UUUUUU

NNNNNNNNNNN

SSSSSSSS

TTTTTTTTTT
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EEEEEEEEEEEEEEEEEEEE
RRRRRRRRRRR
SSSSSSSSSSSSSSSSSSS
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WORKERS NETWORK TIMESERIES

N Ny

%E/RW @Sﬂ fuire ESCAPE
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N |/ Particle physics ESFRI research Infrastructures
O\

| |lI i | | i i I ) i b | i h ') i
T O s e e
I 1111 R VR T L VI, L]
LRLLLLL// LLLRRLE LIS I||I|||. TLLLLLL LLERILLLR LLLELLE) RLLLELLE

Cluster Firewall
-
jupyter L g/ DASK
m released ‘ '.: v
ég; l W memory u ®
= f:- - m processing (3
g |
D
"
n
| |
1
m
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Monitoring, testing, dashboards, on-boarding

e Continuous monitoring and testing of transfers between Rucio Storage Elements (RSEs) is in place on Grafana dashboards
hosted at CERN.

Events by type over time

Al current total ~

; == transfer-queued 505 20K

=

== transfer-submitted 505 20K

I I == transfer-failed 243 10K
IIIIIIIIIIIIII I I I o 155 mH
N

50
0411 00:00 041112:00 04120000 04/1212:00 O04M1300:00 04/1312:00 04774 00:00 04M14112:00 04/1500:00 04/512:00 O041600:00 04M612:00 0417 00:00 041712:00

2

=

2

=

o

. Submitted Transfers ' Transferred Volume . Average Throughput (per file) Events by type by protocol
022 02.4 28.4
= fransfer-done davs 7K 80%
. K . GB . Mb/S - transfer-donegsiftp 1K 1%
== transfer-done root 438 5%
: Successful Transfers i Failed Transfers : Successful Transfers (%) — transfer-failed root 403 4%
- transfer-failed gsiftp 1 0%
8.81« 405 95.6: e

. K « V%

Commission

CERN e =
Future ESCAPE £ | , , .
A R s - The Virtual Research Environment, E. Gazzarrini, CHEP 2023 24
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Monitoring, testing, dashboards, on-boarding

e Continuous monitoring and testing of transfers between Rucio Storage Elements (RSEs) is in place on Grafana dashboards

hosted at CERN.

e Rucio and Reana Ul interfaces deployed with K8s allow to explore and debug failed transfers and workflows.

finished in 3 min 44 sec 5
step 4/4

@ AnalysisElenaNontuples #3
Finished 16 days ago

©; Enginelogs  »_Joblogs [ Workspace [ Specification
step  htupleanalysisEl - UL ELINE PRSI & Kubernetes & gher.io/vre-hub/atlas-dilepton:latest $ echo 'Current Directory' echo SPWD |...
—rw-rw-r——. 1 root rocot 26222 Apr 21 10:32 prunSelector.py

drwxrwxr-x. 1 root root 25 Apr 21 10:34 recast
—FrW-rw-r-—. 1 root root 118235 Apr 21 10:32 runSelector.py
=IW=CW=L== root root 172 Apr 21 10:32 runprunSelector.py

>: Cannot find tree with name nominal in file

ntuples/mcléa/user.dummy.recastSignal.mclé 13TeV.500353.MGPY8EG MET 50 lv lds mZp 500 ee minitrees.root/user.dummy.dummy. 000001.
minitrees.root
Error in <TChain::LoadTree>: Cannot find tree with name nominal in file

ntuples/mcléa/user.dummy.recastSignal.mclé 13TeV.500353.MGPy8EG MET 50 lv lds mZp 500 ee minitrees.root/user.dummy.dummy. 000001.

minitrees.root

Error in <TChain::AddBranchToeCache>: Could not lcad a tree

::LoadTree>; Cannot find tree with name nominal in ile

ntuples/mcléa/user.dummy.recastSignal.m
minitrees.root

user.dummy.recastSignal.mclé ;5TEJ.UUUiDS.KGPyEEG MET 50 1lv lds mZp 300 ee minitrees.root

Number of events to process: 0

European
Commission

Remaining

Name Account RSE Expression Creation Date Y Lifatkne State
elena_test:2023.03.16-11.19.03.txt egazzarr EULAKE-1 323'?3?25:23.0002 7d STUCK
user.ron:test_from_CERN-030523_1643.txt garcia SURF-IOP-EXP §E$?0D2;1 4.000Z - STUCK
user.ron:test_from_CERN-030523_1643.txt garcia EULAKE-1 323?4?2-3:2?'.0002 - OK
user.ron:mytestfile_2 garcia DESY-DCACHE 323'?4?2-5:2?'.0002 - OK
elena_test:test-file-rucio-2023-04-24-01.txt egazzarr PIC-DCACHE 333’?4?‘:-3:33.0002 - OK
elena_test:test-file-rucio-2023-04-24-02 txt egazzarr PIC-DCACHE 233'?4??;:45.0002 =
elena_test:test-file-rucio-2023-04-24-01 .txt egazzarr EULAKE-1 333'?’40151 2.000Z = OK
elena_test:test-file-rucio-2023-04-20-04 txt egazzarr IN2P3-CC-DCACHE :gf_ﬁpsﬂ:g'&m 0002 =
elena_test:test-file-rucio-2023-04-20-03. txt egazzarr DESY-DCACHE igﬁ’s?ge;;oo.nmz =
elena_test:test-file-rucio-2023-04-19-01 .txt egazzarr SURF-IOP-EXP fg$?5?2-31 9.000Z = STUCK
elena_test:test-file-rucio-2023-04-19-01.txt egazzarr IN2P3-CC-DCACHE 2023-4- - OK
19T15:42:32.0002
elena_test:test-file-rucio-2023-04-19-01.txt egazzarr EULAKE-1 fgﬁ-s?;-szsa_ oz | OK
elena_test:test-file-rucio-2023-04-19-01.ixt egazzarr DESY-DCACHE fgﬁs?g-azsa_ooﬁz - OK
elena_test:test-file-rucio-2023-04-19-01.txt egazzarr CESNET-S3 223,03 - OK

19T15:33:34.0002

The Virtual Research Environment, E. Gazzarrini, CHEP 2023
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Monitoring, testing, dashboards, on-boarding

e Continuous monitoring and testing of transfers between Rucio

Storage Elements (RSEs) is in place on Grafana dashboards hosted at
CERN.

e Rucio and Reana Ul interfaces deployed with K8s allow to explore
and debug failed transfers and workflows.
e Documentation is hosted on Github pages and is made easy for both

users and system administrators who would like to get inspired by
the VRE model.

* % 5
* *
* *
* *

* Kk

European
Commission

The VRE

A comprehensive analysis platform to
serve the particle physics and
astrophysics community.

View My GitHub Profile

ed on GitHub Pages — Theme by orderedlist

The Virtual Research Environment

The Virtual Research Environment Is an analysis platform developed at
CERN serving the needs of sclentific communities Involved In European
Projects. Its scope Is to facilitate the development of end-to-end physics
workflows, providing researchers with access to an infrastructure and to
the digital content necessary to produce and preserve a sclentific result in
compliance with FAIR principles. The platform's development Is aimed at
demonstrating how sclences spanning from High Energy Physlcs to
Astrophysics could benefit from the usage of common technologies, Initially
born to satisfy CERN's exabyte-scale data management needs.

The virtual Research Environment’s main components are:

1. Afederated and rellable Authentication and Authorization layer

2. A federated distributed storage solution (the Data Lake], providing
functionalities for data injection and replication through a Data
Management framework (Rucio)

3. A computing cluster supplying the processing power to run full
analyses with Reana, a re-analysis software

4. An enhanced notebook interface with containerised environments
to hide the infrastructure’s complexity from the user.

§
[ ]
e
- FRUCIO

£-

The deployment of the Virtual Research Environment |s open-source and
madular, in order to make it easily reproducible by partner institutions; It is
publicly accessible and kept up to date by taking advantage of state of the
art IT-infrastructure technelogles.

The Sclence Projects which are using the VRE are described here.

If you are a sclentist or a new user curious to use the above resources,
please refer to the following documentation:

1. AAl

2. Ruclo Data Lake
3. Reana cluster

4. Notebook service

The Virtual Research Environment, E. Gazzarrini, CHEP 2023
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Virtual Research Environment

VRE c . . . .
CERN Technologies developed by CERN within the EQOSC Future project to promote open science and collaboration between astropal

A3 3 followers @ Switzerland d? https:ifeoscfuture.eu ! @EOSCFuture [ vre-admin@cemn.ch

Deployment

(1) overview [J] Repositories 10 ) Discussions [ Projects 1 P Packages A Teams 1 A, People 5 85

README . md 2

VRE pUbUC Github repOSitOI’y hosts Virtual Research Environment

EOSC Future is an EU-funded H2020 project that is implementing the European Open Science Cloud (EOSC). EOSC will give European
researchers access to a wide web of FAIR data and related services.

e cloud deployment of the infrastructure components with Our team a CERN is developing and contribuion o the infrasructure code base of EOSC,
Helm, Flux, Terraform and K8s More nfermaon can be found on our vebsie
e Science Projects software to produce the environments I
for the Jupyterhub instance 2 wre (Pubic + |l environments (pubi
e scientific code to be shared o o
e reana.yaml files to reproduce the analysis ] i
] science-projects | Public i ] vre-hub.github.io  Pubiic

® fo ru m S a n d d i SC U SS i O n S VRE example science projects VRE user documentation

@ Jupyter Notebook @ HTML

] Repositories

Q_ Find a repository... Type ~ Language ~ Sort ~ m
’ Terl'aform O GitH“b < § fl u X HELM environments | Public A

\\ VRE user environment images for workflows and notebooks
~

t

p

®c+ o EBMmT Yo (o 110 Updatediastweek

vre Public
VRE infrastructure template running at CERN

A AN

shell % 3 SBmir %o ()10 10 Updated 2 weeks ago

~J
e

\' * % 5
1sc Fuure ESCAPE .

*

e The Virtual Research Environment, E. Gazzarrini, CHEP 2023 27
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DM@LHC with ATLAS

> T ' =
= \s=13TeV, 139 fb”" 3
s 10 E
1.Dark Matter Reinterpretation: setting limits on High-Luminosity LHC contraintson Z’ - yy § - 3
>
. L
(Z' mediated Dark Matter models). =
¢ Data I.
2. The dilepton inclusive search (right) concluded in 2019 —— Background-only fit :
1 -- Generic signal at 1.34 TeV, I'/'m = 0% :
a.objective: projecting limits to 14 TeV and computing the fiducial cross-sections in lower - " aonerne 2:3::: Z:gi:ﬁjﬁ:g; & } *
mass regions. . 4 — —
= 20t gt 4 b B
Upper Limit = gH ++++{ A HH%# ++++¥+++ +{ ++ +++ﬁ+} }+++_+_++--_¢_{Hu ______ S
— 10— > 3 4
2 E ' T T2 L =~ 3x10°? 10° 2x10°  3x10°
E i ——— Expected p*u limit . E:-e E mee [Gev]
" 3 Vector 77, (m, =2.00 TeV) E m Dilepton Inclusive Search. Results of this analysis
e L ; | demonstrate good agreement with SM predictions.
107F E -
10°F \ : f g V/V/g X
E 1217
10°F 1
-|||- | P T T T N T SR | GE;
107 ===y 6 8 10 12 :
m,, - Dark Matter Mediator Mass 067
ExpectedDMIimitsat14Tev. {}'4_IIII|lIII|IIIIIIIIIIIIIIIIIII X
0 1 2 3 4 B B
m,, [TeV]
Ny See yesterday's talk by J. Little
0 éusn ruure ESCAPE — IR | | .
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https://indico.jlab.org/event/459/contributions/11544/

ATLAS Dark Matter Dilepton Resonance on the Virtual Research Environment b
Copy link

Your workflows oF el aniasiine BTN wTE

Status - uiihow deleted runs Latest first -

» ¥ rucio #28 pending

Y rucio #27 created

- KAPWING

Watch on (£ YouTube

https.//www.youtube.com/watch?v=hvlJlL o_7xXc&ab_channel=ElenaGazzarrini

CERN 2 ey
\/w/ QJ;ZUSEFuture ESCAPE £
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https://www.youtube.com/watch?v=hvlJLo_7xXc&ab_channel=ElenaGazzarrini
https://www.youtube.com/watch?v=hvlJLo_7xXc&ab_channel=ElenaGazzarrini

Behind the scenes...

Server Options

o Minimal environment
Based on jupyvten'scipy-notebook (active reana-client)

1 ROOT environment
Start your ROOT analysis. & C++ karnel is implemanted too

MASTER @}
) .

K8s spawns a pod per user

] ROOT environment (Xcache testing)
Fun the extension in Download maode "
Q SHKA 5DC1

SKA anvironmenl profile for SDC

) Indirect Dark Matter Detection Environment
Contains a GCC compiler and the MLFarmilL AT Dwarfs, fermipy, farmitools libraries (TESTING)

] Common gamma analysis tools
Conlains a GCC compiler and astropy, sherpa, agnpy, gammapy libraries

\K Z,

nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn
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Behind the scenes...

2

docker

Jjupyter
® :

Server Options

Minimal environment
Based on jupyter’scipy-natebook (active reana-client)

ROOT environment
Star your ROOT analysis. & C++ karnel is implemanted toa

ROOT environment (Xcache testing)
Run the extension in Download made

SKA SDC1
SKA anvironment profile for S0C

Indirect Dark Matter Detection Environment

Caoniains a GCC compiler and tha MLFermilLATDwarfs, fermipy, farmitool:

Common gamma analysis tools
Conlains a GCC compiler and astrapy, sharpa, agnpy, gammapy libraries

! * % 5
* *
Future £ x
| Paricie phyaics ESERL researen Infrasiructores * 5k
|
European

\ Commission
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File Edit View Run Kernel Tabs
»'RUCIO
EXPLORE NOTEBOOK 1

ATLAS LAPP SP:*

Search Everything «

SEARCH RESULTS
ATLAS LAPP_SP:DM-dilepton-14TeV-2018
ATLAS LAPP_ SP:DM.LeptonResonance.Data...

ATLAS LAPP SP:DMsummary.dilepton.14TeV...

& All files available

Settings

data gets replicated to EOS ﬁ@nted sto ng
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Behind the scenes...

reana.yaml

1 |ersion: 0.8.1

2 1inputs:

3 directories:

4 - python/ I

5 workflow:

6 type: serial

7 specification:

8 steps.

9 - name: fetchdata-rucio

10 voms proxy: true

11 rucio: Jtfue

12 environment: ‘projectescape/rucio-client’
13 commands:

14 - rucio whoami

15 - rucio get ATLAS LAPP SP:DMsummary.dileptonReinterpretat:
16 - name: SetLimits

17 environment: 'reanahub/reana-env-root6:6.18.04°
18 compute backend: kubernetes

19 kubernetes memory limit: '9Gi’

20 commands:

21 - mkdir plots/

22 - python python/MakeLimit.py

23 outputs:

24 directories:

25 - plots/

ssssssssssssssssssssssssssssssssssssssssss
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REST API 4

/@
F 4

/!
/

myschedd

—

O,

shatch

Shared storage

data gets downloaded on Reana storage

/

Kubernetes

HTCondor

Slurm
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Future outlook

success stories
e Escape Open Collaboration Agreement ensures the collaboration and joint common activities across
scientific communities in the development of VRES

e VRE awoke interest from scientific domains who are in early-stage prototype phase
o Einstein telescope (hext generation gravitational waves detector)
o NUCLEUS experiment (elastic neutrinos scattering)
o VAR Wurzburg - German centre for Data-Intensive Radio Astronomy

e Interest from new digital models (i.e. digital twins) developed within European projects

Future plans
e connection with HPCs, commercial clouds and other external computing resources
o FENIX and the EuroHPC Joint Undertaking work (eg: FTS delivering files to Julich-HPC with S3
protocol)
e Use VRE as a performance evaluation between workload managers
e Caching data on distributed storage

The Virtual Research Environment, E. Gazzarrini, CHEP 2023
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https://indico.in2p3.fr/event/27202/contributions/109871/attachments/70182/99379/ESCAPE-Collab-Agree-210422.pdf
https://www.et-gw.eu/
https://nucleus-experiment.org/main-topic-1
https://www.vdr-verein.de/index_en.html
https://indico.jlab.org/event/459/contributions/11464/

The VRE is ...

e modular
o integrates software, tools and packages
o can be configured to connect to remote storage and computing
resources
o flexible
o ad-hoc workflows can be created via easily editable declarative files
o can be installed on different machines
o Independent of CERN restrictions
e reproducible/sustainable
o deployment is kept simple and documented to be used as a blueprint

—
for other research infrastructures e
A
o allows analysis preservation .
. . AN N N W
o useful for sharing and collaboration R ————

o common entry point with same authentication for all services
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Thank you

special thanks to

Tibor Simko & Reana team, Martin Barisits & Rucio team, Xavier
Espinal, lan Bird, CNAF IAM team and all the Science Projects
researchers (Jared Little, Caterina Doglioni, Christopher Eckner,
Alexander Ekman, Axel Gallen, Mikhail Smirnov, Francesca Calore,
Pooja Bhattacharjee, Valerio Ippolito, Estelle Pons, Elena Cuoco,
Alberto less, Alessandro Parisi, Dany Vohl)

e-mail

elena.gazzarrini@cern.ch
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Status

The VRE is an R&D project and it is not a production system. As such, the platform is maintained by a team of 3 people.
For the moment, ~ 230 users subscribed on the |AM platform and have therefore access to the resources,

VRE documentation and links to resources at: https.//vre-hub.github.io/.

Links to useful related works are provided by clicking on the underlined text in the slides.

vCPUs RAM (GB) Masters Nodes Remote Storage (IB) CephFS (TB) | 250Openstack machines

184 335.8 3 23 646 18 14.6GB RAM
8 VCPU

80GB Disk
Fedora CoreOS 35
LINUX
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https://vre-hub.github.io/
https://openstack.cern.ch/project/images/0548fdd4-2bf4-4678-9d43-b873da90f60f/
https://openstack.cern.ch/project/images/0548fdd4-2bf4-4678-9d43-b873da90f60f/

Two sides of the coin

A bipartite look at the ideal infrastructure ...

SCIENTIST

IT ADMINISTRATOR

Ergonomic (onboarding,

USEABILITY documentation) Maintenance, portability, modularity
. Security, varied protocols and

DATA ACCESS Various FAIR data/metadata types technologies

ANALYSIS Performance Cost, energy consumption

REPRODUCIBILITY /
SUSTAINABILITY

Software and analysis steps
preservation

Easy re - deployment
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