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From Specification to Removal &
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The Ironic Bare Metal API

=>» Idea: Extend the cloud approach to bare metal servers!

>  Bare Metal offering to complement VMs and containers

>  Provided via the same interface

> Simplification: workflows, approval, accounting, ...

=> APl service to managelinteract with physical servers

User .
> Originally a provisioning driver in Nova e (N
. API + Scheduler =
=>» Can be used with OpenStack or stand-alone | g
. Ironic P Nova
> ironicbaremetal.org

API + Conductor -

Compute

2 I =@, gpp

=>» Leverages OSS standards and tooling
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>  |PMI/Redfish, PXE, DHCP, ... but allows for vendor plugins s Bhyeleal Beress
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Bare Metal Events

PS> : Physical Batch §
=> Conversion of virtual to physical batch H\ ”““HHH”M‘ H ” ” ” H ” H ” ||
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> with the availability of a bare metal API,
we revisited the virtualisation tax AP calls per minute

Mu LIl

4:00

3’775 hypervisors recreated as physical
batch instances
> done in multiple chunks over several months

Maximum Response Times

Terraform as the ‘Infrastructure-as-Code’
tool to interface with OpenStack/Ilronic

HashiCorp

"’ Terraform

Bonus: 16’000 VMs less than one year ago ... 10k+ IPv4 addresses free’d up.
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Server Life-cycle Management @)

-@’ \g, in production
. configure
preparation: 9 x@, ready for production

racks @ %
networ
adopt
physical

installation

health repair
check

physical

removal

A. Wiebalck: Automated Management of a 10’000 node bare-metal fleet in CERN IT (CHEP2023 - 09 May 2023)




Auto-Registration with Ironic @)
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PXE/tftp

(1) powers on

(2) provides
image

(4) sends introspection
data

(3) registers

LanDB

Mg‘:[;]l @ CEDh

(5) enrolls
new node (6) forwards
Inventory data

Introspection: during auto-registration, manual, or in-band!
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Hardware Inventory )

Hardware Inventory B \\EEE @ _’D
“ =>» Pool data from Ironic + Infor EAM
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D =>» Combine with OpenDCIM
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=» Provide info via CLI or webUI
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IRONIC's Elastic search Infor EAM
S3 bucket
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Detour: Auto-registration (ARM) &N

Registered node

Ams =>» IPAimage is architecture dependent!
*

Unknown node

e => Automatically build for x86 & ARM

IRONIC-IPA-
aarch64 image

; oo
1. Node I _3. Boot AArch_64

pxe boots » DHCP

. 3. Boot x86_64
(=2 2. Check if TR IRONIC-IPA-
node known x86_64 image

=» DHCP decides based on PXE data

-

-
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Hardware Burn-in G

NS
=>» Provoke early failure via stress-test =>» Network requires pairing
>  CPU (stress-ng) > |nitial version: static pairs
> Memory (stress-ng) > Works, but clumsy
> Disk (fio)

> Network (fio)
=>» Dynamic pairing: distributed arbiter

=> Integrated upstream
> OpenStack/tooz with ZooKeeper

> Released with Xena
> Implemented via cleaning steps > delivery and interface separation

=> Real-time log handling > merged upstream, in-prod downstream

y - ‘ kibana

fluentd elasticsearch
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Ironic Evolution over Time o)
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The GRUBsetta Stone 'V
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AR e Aoy loading initrd ...error: out of memory
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Where it appears Suspected reason Resolution
':.‘J‘,"!;‘:"A: Al b SR i % ‘ X 3 Loading image with Image too big. Hitting 4G Reduce image size
& GRUB2 memory limits

LTSS S
T w0 (v %

loading initrd ...error: cannot allocate memory

Where it appears Suspected reason Resolution
: Remote Boot cancelled ==
y Loading image with Broken BIOS Reinstall BIOS firmware and reload the
GRUB2 BIOS config
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Thanks!

Arne.Wiebalck@cern.ch



