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Particles, Universe, NuClei and Hadrons for the NFDI

Consortium in the National Research Data Infrastructure (Germany) 
(in german: Nationale Forschungsdateninfrastruktur - NFDI)

Related scientific fields facing similar data analysis challenges


increasing amount of data generated by research infrastructures

complex algorithms yield to a high demand of compute resource


Benefit from experiences, concepts and tools available in diverse communities
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What is PUNCH4NFDI

Prime goal is the setup of a federated and "FAIR" science data platform, offering 
the infrastructures and interfaces necessary for the access to and use of data and 

computing resources of the involved communities and beyond.
In this contribution:

Federate the considerable amount of available heterogenous compute and storage 
infrastructures in Germany and provide unified and seamless access to it
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Interested to hear more about PUNCH4NFDI


Tomorrow: Christiane is talking about 


„First results from the PUNCH4NFDI Consortium“
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Who Are We?
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Available Resources of PUNCH4NFDI Institutions
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Based upon different technologies

dCache (Test Endpoint at DESY)

XRootD (Test Endpoints Bonn & GSI)

Token based access using PUNCH AAI (Unity IdM [4])
Using WebDav/XRootD as transfer protocol
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Based upon different technologies

dCache (Test Endpoint at DESY)

XRootD (Test Endpoints Bonn & GSI)

Token based access using PUNCH AAI (Unity IdM [4])
Using WebDav/XRootD as transfer protocol

To be integrated and evaluated:

File/Replica catalog candidates


RUCIO - Data management tool (HEP) [5]

LQCD - Meta data catalog (Lattice QCD) [6]


Federation options

XRootD federation

Hash table based data placement and access
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Storage4PUNCH - Distributed Prototype

Storage4PUNCH
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Storage4PUNCH is not POSIX accessible

Files need to be staged to local POSIX 
compliant storage (usually inefficient)

Application needs to support streaming 
(preferred method, not always supported)
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Integration of Compute4PUNCH & Storage4PUNCH
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S4P -- Accessing / Processing Files
Distributed storage is typically not POSIX accessible

Application needs special features or files are staged to local POSIX compliant storage at run time 
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Stage-Out
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POSIX Read
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S4P Storage

Access token has a limited lifetime, usually 
shorter than the job runtime


Add refresh token to MyToken service [7]

Use HTCondor CredMon to create, monitor 
and refresh access token of the user

Use HTCondor Credd to synchronize access 
token to user jobs on worker nodes 

Submit Host

CondorCredd

Send Refreshed
Access Token

MyTokenCredMon
(Monitor Token Validity)

Worker Node

Insert Refreshed
Access Token

CondorStarter

User Job

Send Refreshed
Access Token

Refresh Access Token

AAI
Get

Refresh Token

Storage4PUNCH

Read
Write

Prototype
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LOFAR Radio imaging workflow
Low Frequency Array (LOFAR)
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Workflows on Compute4PUNCH & Storage4PUNCH

LOFAR „Superterp“ in Exloo, Netherlands
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LOFAR Radio imaging workflow
Low Frequency Array (LOFAR)
Reconstruction of the sky 
brightness distribution from 
recorded interferometry data
Software provided via apptainer 
container
Data is available on 
Storage4PUNCH (~150 GB)
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Workflows on Compute4PUNCH & Storage4PUNCH

retrieving data from 
Storage4PUNCH

running imager

download final image 
from login node

# HTCondor Job Description
#=========================
# The name of the executable
executable = wsclean.sh

# where to store log files
output = logs/$(cluster).$(process).out
error = logs/$(cluster).$(process).err
log = logs/cluster.log

# The requirements of your job. Memory is in MBytes
request_cpus = 8
request_memory = 20480

# In which container your job should be executed. 
+SINGULARITY_JOB_CONTAINER = "linc-wn:latest"

# and we would like to submit it only once
queue 1

LOFAR „Superterp“ in Exloo, Netherlands
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CERN Open Data Workflow
Data taken at the Compact Muon 
Solenoid (CMS) detector at LHC, 
CERN
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CERN Open Data Workflow
Data taken at the Compact Muon 
Solenoid (CMS) detector at LHC, 
CERN
Perform simplified Higgs analysis 
using data taken back in 2012
Software from CVMFS
Data directly streamed from EOS 
Filesystem at CERN (~13 GB)
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Workflows on Compute4PUNCH & Storage4PUNCH

CMS Detector at CERN, Geneva, Switzerland

executable = run_analysis.sh
output = logs/$(cluster).$(process).out
error = logs/$(cluster).$(process).err
log = logs/cluster.log

ShouldTransferFiles = YES
WhenToTransferOutput = ON_SUCCESS

transfer_input_files = df103_NanoAODHiggsAnalysis.C, PrintHistos.C, Snakefile
transfer_output_files = higgs_2el2mu.pdf, higgs_4el.pdf, higgs_4l.pdf, higgs_4mu.pdf

request_cpus = 8
request_memory = 20000

+SINGULARITY_JOB_CONTAINER = "snakemake-wn:latest"

queue 1
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Demonstrator of the federated Compute4PUNCH infrastructure is available

Demonstrator of a distributed Storage4PUNCH infrastructure based on 
dCache and XRootD is available (no federation yet)

Access to compute and storage resource possible utilizing access tokens 
provided by PUNCH AAI (based on Unity IdM)

Demonstrator of the automated access token refresh workflow based on 
MyToken, HTCondor Credd & CredMon available

Several demonstration workflows of different communities available


Astronomy Workflows: e.g. LOFAR Radio imaging workflow

HEP Workflows: e.g. CERN Open Data Workflow (                        )
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Conclusions

<latexit sha1_base64="wpOpJUnVv3TlJsrMb1MxY17/kiY=">AAAC6XichVFNT9tAEH0xLSRQaIAjErKIkDhFDqLAEZWCckFKpQYQH0JrszirOLa13oBoxK1/gBviyo0r/Jn2t3Do82KqAkKstZ6ZNzNv58NPI5UZz/tdcoY+fBweKVdGxz6NT3yuTk5tZ0lfB7IdJFGid32RyUjFsm2UieRuqqXo+ZHc8bvruX/nVOpMJfEPc57Kw54IY3WiAmEIHVVnmwdahR0jtE7O3L09939zKTqq1ry6Z4/7WmkUSg3FaSXVPzjAMRIE6KMHiRiGegSBjN8+GvCQEjvEgJimpqxf4gKjzO0zSjJCEO3yH9LaL9CYds6Z2eyAr0S8mpku5nk3LaPP6PxVST2jfOD9abHwzRcGljmv8JzSJ2PFMm4RN+gw4r3MXhH5VMv7mXlXBidYtd0o1pdaJO8z+MfzjR5NrGs9LjZsZEgO39qnnEBM2WYF+ZSfGFzb8TGlsFJalrhgFOTTlPn0WQ/X3Hi51NfK9mK9sVz/8n2ptva1WHgZM5jDAre6gjU00WIdAX7hFne4d7rOpXPlXD+GOqUiZxrPjnPzF4G5mzQ=</latexit>

H ! ZZ ! 4l

Ongoing development project. More will follow soon …
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Establish a federated heterogeneous 
compute infrastructure for PUNCH

Integrate data storages, archives and 
opportunistic caches
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Towards the Compute4PUNCH Infrastructure

Grid Compute
Element

Overlay
Batch System

(Backend)

Single Point(s) of Entry

HPCs

HTCs

Clouds

Cache

Cache

Cache

Portal/AAI JupyterHub

Login Node D
ata Locality

Data Storages
and archives

Container
Registry/CVMFS

Introduce data-locality aware scheduling

Benefit from experiences, concepts and 
tools available in HEP community


