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Supply-Chain Security - Near and Present Danger

Big Question: How do we bring industry advancements into the Open Science ecosystem?
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Industry is waking up to the danger of 
supply-chain attacks.



Scientific Software Environments

What makes the scientific software different?  Is scientific software different?

Unique:

● Disadvantage: Poor/non-existent software engineering training provided.
● Disadvantage: No reward system for software quality.

○ The software doesn’t really need to work or be installable to get credit (publication).
● Advantage: Existing trust and reputation network via publication record.
● Neutral: Rare use of cloud, distinct set of research computing centers.  OCI (‘Docker’) containers 

are not the dominant format.

Same:

● Large tree of dependencies.
● Common building blocks (Python, conda), esp. as data science and ML is adopted by industry.
● (Increasing) adoption of containers and related “cloud native” technology.
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Containers to the Rescue!  (Well, Not Really)

● Containers make it easier to run complex software
○ Just find the thing you want on Docker Hub (and hope it was built by a reputable source, up to 

date, etc)
● Containers keep the scientific software stack orthogonal to the system 

software stack
○ Your code lovingly built with GCC 4.1.2 and Python 2.4 on Scientific Linux 5 will work forever 

… right?
● Container images are immutable, including the bugs

○ Heartbleed, Shellshock, your favorite CVE with a T-shirt and website.
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Want to share the software to reproduce your publication?
Put it up on DockerHub*

* Oops - DockerHub now deletes unused images after 
6 months



SOTERIA - Filling the Gaps

The SOTERIA project is innovating ways to move the field forward:

● Run a container registry for any US researcher and their collaborators
○ A core part of ‘translational CS’ is having a happy user base to work with.

● Provide tools for discoverability.  Make it easy to cite and discover images.
○ Generation of Metadata for creation of DOIs and archival
○ Funding Agencies
○ Grant Numbers

● Provide container visibility.  We must understand what’s in the container.
○ Advertise the discovered software including system RPMs, known vulnerabilities, conda 

contents.
● Provide environment traceability.  Who uploaded the container?

○ Associate each artifact with an ORCID.
● Advocate for best practice (immutable tags, CI/CD/autobuilds)

https://soteria.osg-htc.org/ 5



Architecture
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Exists today

Work For Tomorrow

(OSDF)



OSG Hub

● Implemented by Harbor, an open 
source container registry.

● Authentication provided by CILogon
○ Use federated identity, not tied to the 

project!
● Operated on the PATh Kubernetes 

platform and tools.
● Designed to be high-ish available:

○ Database has an on-site active-standby 
setup.  Incremental snapshots are sent 
to alternate site and backed up offsite.

○ S3 bucket is similarly replicated.
○ Set to run at the Wisconsin and Chicago 

sites.

7

Powered By

Goal: Failover from primary to secondary site in 
30 minutes.

https://indico.jlab.org/event/459/contributions/11487/


Bootstrapping a Scientific Community

But how does one get access to the OSG Hub in the first place?  Our goals:

1. Start using and testing without any staff interaction.
2. Limit “scale use” to US researchers and their collaborators.
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Project Onboarding - SOTERIA & COmanage

● COmanage integrates with CILogon to provide a user registry for SOTERIA
○ Roles identify the degree of vetting a user has gone through
○ Group membership controls access to projects on OSG Hub

● The initial registration flow allows us
○ To link a OSG Hub user with their ORCID iD
○ Provision that user a private project so that they can explore the system

● Users can apply for Researcher status
○ Grants the ability to create five projects (three public, two private)
○ Grants the ability to add other SOTERIA users as members of those projects
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Key concept:
Each image is tied to the researcher’s “social identity” (ORCID).  
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Vulnerability Scanning
● Vulnerability scanning is an obvious starting point 

for image visibility goals.
● Harbor comes with Trivy to scan images.
● Investigating Crowdstrike Falcon also offers 

Cloud workload protection and container security.
○ It offers asset management and image 

assessment for Kubernetes clusters
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Vulnerability Scanning                Image Visibility

● We started with the Crowdstrike Falcon image vulnerability analysis as it’s a 
readily-available tool that works with Harbor but isn’t a part of Harbor.

● Long-term vision:
○ Each artifact uploaded gets registered as a document in an ElasticSearch DB.
○ This triggers a suite of analysis tools that run against the artifact.
○ Some security-related, some visibility.  Can we enumerate and advertise all 

the software installed in a Conda environment?
○ Results of analysis tools are sent to the DB, advertised as part of the public 

webpage of the artifact.
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What Comes Next?  Image Distribution

‘docker pull’ isn’t the end of the story.  For each public image, 

● Convert to singularity and upload to the OSDF for distribution.
○ Could even be done for non-public images.

● Convert to flat directory and publish into CVMFS.
○ Planning the successor to the singularity.opensciencegrid.org repo!

Beyond that, there’s a need for:

● Auditing: given an ‘interesting’ image, what was used where?
● Selective replication: Providing endpoints that only mirror images which are 

signed or without known critical-CVEs.
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https://osdf.osg-htc.org


What comes next?  Long-term

SOTERIA is a research project with a beginning, 
middle – and end.

● OSG Hub, as a part of the OSG Consortium, 
has a much longer lifetime.

There’s no universally-accepted way to capture, 
archiving, and assign a persistent identifier to a 
software environment.

● Minimally, we’d like to build tools to provide a 
smooth path to archive these containers to 
Zenodo.

○ Much, much to do in metadata - we’re not experts!
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Bodleian Library, in Oxford, was founded 
in 1602.  It is believed that 400 years is 
longer than the typical NSF project.

Looking for partners and friends!

https://en.wikipedia.org/wiki/Bodleian_Library


Thanks!
This material is based upon work supported by the National Science Foundation 

under Grant No. 2115148. Any opinions, findings, and conclusions or 
recommendations expressed in this material are those of the author(s) and do not 

necessarily reflect the views of the National Science Foundation. 
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