
Refurnishing your Data Centre
Daniel Traynor, QMUL, CHEP2023 to reduce the 

carbon footprint



Original facility built and commissioned in ~2004.  

Built on a budget, with compromises and limited knowledge. Provided a 200KW facility 
over 22 racks on the 2nd Floor of half filled new Chemistry building. No raised floor, no 

hot/cold air containment, shallow depth, open racks. 

By 2018 having to rely on 2nd hand parts to maintain chillers. During covid all old units 
broke, no more spare parts, left with only 150KW of replacement, temporary chillers. 

Power distribution needed to be replaced (heat damage). 

Need to support LHC + SKA +LSST +,… for ~ 15 more years. 

clear that >15 year old facility needed refurbishment.

History
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5.0 MILE END CAMPUS CHARACTER
5.1 OVERVIEW
The Mile End Campus is the largest and busiest of 
QMUL’s five campuses with over 15,000 students 
based on campus and 1,747 student bedspaces. The 
campus comprises 120,207 sqm of non-residential 
accommodation.

The campus is comprised of a variety of buildings that 
have evolved around the academic and civic core of 
the Queens’ Building and People’s Palace. The public 
lawns to the front of the Queens’ Building provide a 
formal arrival point used for events and graduation 
photos, however the majority of visitors access the 
campus via more informal gateways to the east and 
west closer to the tube stations at Mile End and 
Stepney respectively.

The character and quality of the buildings across the 
campus is varied and this reflects how the university 
has evolved over time. Away from the civic core is a 
network of pathways, squares and courts that vary in 
size and quality but lend the campus a collegiate 
atmosphere; and one that is largely pedestrianised.

Whilst the variety of building types and, materials, and 
character of some green spaces, provide positive 
aspects of the campus, the introduction of some 
coherence and improving legibility would significantly 
improve the user experience. Towards the centre of 
the campus is the Novo Jewish Cemetery, a sacred 
landmark of historic importance and an oasis of calm 
that bursts into life with blooms of bluebells in the 
spring.

Navigating across or through the campus can be 
frustrating in certain locaions, with pinch points and 
barriers that cause blockages to key routes and desire 
paths. The public spaces within the campus are a good 
raw material to build upon to successfully link all 
academic spaces together, and improve movement and 
flow for students, sta! and visitors. 

The campus forms a long and prominent frontage to 
the busy Mile End Road, beyond which buildings and 
spaces open up to form the centre of the campus. 
Despite this frontage and secondary frontages to 
Bancroft Road, the street-level experience lacks active 
frontages onto the public realm. This is a missed 
opportunity given the range of interesting research 
and teaching activities that occur within the campus.

The campus also shares a border with the Regent’s 
Canal and Mile End Park, providing a sense of openness 
to the east. The green spaces, towpath and walkways 
within the park and along the eastern side of the canal 
are an important and popular asset for the local 
community. However, the towpath and public spaces 
fronting the canal on campus are currently 
underutilised and o!er significant potential for 
improvement.

Currently the campus can, in places, seem somewhat 
closed and unwelcoming for passers by, and therefore, 
there is a real opportunity to use this SPD as a catalyst 
for change towards a more open and integrated public 
space.

There are genuine concerns around security and 
antisocial behaviour in and around the campus, but it 
is important that security infrastructure is integrated 
successfully in the public realm and that passive 
measures are also promoted through good design.

 

Highly constrained site with protected historic 
buildings, cemeteries, conservation areas, parks, 

transport links.

Boundary Conditions

Offsite data centres are full or costly, and have 
increased remote management overheads.

No new build space for new DC till after 2030

No alternative existing space suitable for new DC

Train

canal

Road

hospital

DC

Only option is to reuse the existing space

Need to plan for future expansion ~400KW



Boundary Conditions(2)

Original 6 condensers providing 
200KW cooling

Building Chillers 2* 300KW 
(redundant pair)

Electrical substation (building has 
plenty of electrical power capacity)

Our Data Centre is located in the Joseph Priestly (JP) 
building (chemistry) Data Centre



First Refurbishment Plan
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Hot aisle containment with in row coolers 

10KW(average) per rack, 26 racks, 2 rows, 
260 KW total.

Chilled water circuit. 4+1 in row cooling per row, 
17C water in, 23C out. High level piping. 26C cold / 

41C hot aisle air temperature!

Reuse existing building chillers +dry (free) air cooler

QMUL Joseph Priestley Machine Room  HAC Employers Requirements    

P1007/ER01 Rev -    Page 12 of 115 

 

The HAC system shall meet the following performance requirements  

a. Rack cooling duty: 10 kW per rack 

b. 13No. racks per row 

c. Row cooling duty: 130 kW per row 

d. 5No. IRC per row 

e. Cooling Redundancy: N+1 per row, 4No. IRC to meet the row duty and 1No. IRC for redundancy. 

f. Cooling Parameters: Maximum Hot aisle air temperature 41.84ºC, Maximum room temperature 
26.00ºC 

g. IRC Entering Water Temperature 17ºC 

h. IRC Leaving Water Temperature 23oC 

i. IRC integral 2-port cooling water control valve 

j. IRC integral dew point control condensate pump kit 

k. IRC top entry cooling pipework connection 

  

Dual 32 amps power feeds per rack 



QM has a what?
Plan

Six year 30% carbon reduction target 

Energy use: 30,610,159 kWh electricity; 25,762,996 kWh gas 

Electricity is slowly becoming dominated by wind, 
solar, nuclear, hydro electric (i.e. becoming 

decarbonised 

J.P building largest consumer of power (natural 
gas+electricity) on campus  

(Chemistry building has lots of ventilation).

Use heat from DC to replace Gas heating.



QM has a what?
District heating 

system

Mile End: Interconnectivity

Buildings which have shared domestic hot water generation

Buildings which have shared heating systems

Energy Centre

Buildings which are connected to the heat network

Joseph 
Priestley

Queen`s
Building

People`s
PalaceEngineering

G. E. Fogg Graduate
Centre

Bancroft
Building

Feilden
House

G. E. Fogg

Geography

Peter Landin
(Computer
Science)

Queen`s
Building

Maurice
Court

Lynden House

Selincourt
House

Lodge
House

Chesney
House

Chapman
House

QMUL has a district heating system linking 
several buildings 

(This is unusual in the UK)

Gas fired boilers provide the heating

Plans to extend to student residencies 

Use heat from DC to replace some of the gas heating.



Second Refurbishment Plan

• New power, floor, lighting, cable management


• 10KW(average) per rack, 39 racks, 3 rows, 390KW


• Redundant dual 32 amps power feeds per rack. 
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The HAC system shall meet the following performance requirements  

a. Rack cooling duty: 10 kW per rack 

b. 13No. racks per row 

c. Row cooling duty: 130 kW per row 

d. 5No. IRC per row 

e. Cooling Redundancy: N+1 per row, 4No. IRC to meet the row duty and 1No. IRC for redundancy. 

f. Cooling Parameters: Maximum Hot aisle air temperature 41.84ºC, Maximum room temperature 
26.00ºC 

g. IRC Entering Water Temperature 17ºC 

h. IRC Leaving Water Temperature 23oC 

i. IRC integral 2-port cooling water control valve 

j. IRC integral dew point control condensate pump kit 

k. IRC top entry cooling pipework connection 

  



Second Refurbishment Plan
• To connect the low grade waste heat (26C) from the DC we need to


• Redundant heat pumps to turn heat in to 75C high grade hot 
water (water to water more efficient than air to water).


• Heat exchanger to put heat into district heating system. 


• Water tanks to hold reservoir of hot and cold water + other works 
needed


• Extra row of 13 racks (+130KW capacity), 


• Strip out then add new power, lights, floor, cable management.


• Double the cost of original plan - needs to be justified to get the 
investment.



Cluster Heat pump Heat exchanger

Dry air cooler

75C

26C

17
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17C
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Mile End: Interconnectivity

Buildings which have shared domestic hot water generation

Buildings which have shared heating systems
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Justification
THE GREEN BOOK
CENTRAL GOVERNMENT 
GUIDANCE ON APPRAISAL 
AND EVALUATION

2020

 

April 2019 

 

VALUATION OF ENERGY 
USE AND GREENHOUSE 
GAS 
Supplementary guidance to the HM Treasury 
Green Book on Appraisal and Evaluation in 
Central Government 
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Since 2018 the CO2 produced per 
KWh of electricity below that for 

KWh of natural gas

Phase out of 
coal

Phase out of 
Natural gas

Using UK Government “Green book” 
guide lines on project evaluation 

Unfortunately electricity is 2-3 times 
more expensive than natural gas

For every 1KWh of heat pumped we 
consume an additional .3KWh for the heat 

pump! (~PUE1.3)

Provides best practice to quantify the 
impact of a project - social, economic, 

environmental

We have used this “tool kit” to work out  
impact on CO2  emissions

Life span

We have used this “tool kit” to work out 
payback time (inc discount rate)



Justification
SCOPE Minimum scheme: No Heat 

recovery
Full scope: Heat recovery & 

dry air  cooler 

Racks 26 39

Cooling Capacity 260KW 390KW

District Heating connection No Yes

APX cost £1.3M £2.6M

15 Year carbon saving (2/3 
capacity) Metric Tons 0 8,172

Pay back years NAN 7

1,819 years or driving a car, 135,000 trees after 10 years, 8 seconds of world CO2 production 

https://www.epa.gov/energy/greenhouse-gas-equivalencies-calculator



Notes
• Project awaiting official sign off from senior management.


• Project has taken over two years (still waiting).


• Needed a project manger that understands building infrastructure, 
heating, electricity. Knows how to talk to the suppliers and can 
drive the project vitally important. Before we had one the project 
limped along. 


• Needed to justify extra spending in a way that was easy to 
understand.


• Air cooling only of computers, i.e. Do not have on chip water 
cooling option, may limit future computing options.








