Job splitting on the ALICE grid, introducing the new job

optimizer for the ALICE grid middleware.

Haakon André Reme-Ness (Western Norway University of Applied Sciences) on behalf of the ALICE collaboration.

Introduction

The ALICE experiment at the CERN LHC has undergone a significant upgrade of the detectors, readout, and software prior to Run 3 (2022 -
onward). Following the upgrades, ALICE will collect, reconstruct and analyze approximately 10x more events than in the previous data-taking
period. In preparation for the increased requirements for the distributed computing system, ALICE has developed and deployed a new Grid
middleware JAIIENn, which adopted the functionality and updates accumulated in the past 15 years. It makes use of new software tools and modern
development practices. A critical part of the payload management of JAIIEn Is the so-called Job Optimizer. Based on a general job submitted by a
user the Job Optimizer prepares a specific set of sub-jobs compatible with the site resources, In particular with the data location, software
requirements, quotas, and priorities. The newly developed Job Optimizer is presented In this poster.
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