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Support

Funded by MICINN in Spain under 
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The ATLAS experiment has 18+ years of experience using workflow and workload management systems to deploy and develop workflows to process and to simulate data 
on the distributed computing infrastructure.

Simulation, processing and analysis of LHC experiment data require the coordinated work of heterogeneous computing resources. In particular, the ATLAS experiment 
utilizes the resources of 250 computing centers worldwide, the power of supercomputing centers, and national, academic and commercial cloud computing resources.
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Changes in data access for 
workload optimization

● Migration to cold storage of unpopular datasets
● Recreation of data on demand
● Minimization network transfers 

Change for incorporating the 
analysis workflows into the 
production system streamline

● Group analysis production
● Centralized
● Analysis as data available

Adapt for CO2 minimization as 
well as cost price 
optimizations

● gCO2
● SPOT instances
● Energy price fluctuations

Change for new architectures 
based on non-Intel CPUs

● ARM
● PowerPCs
● Computer accelerators (GPUs)

Change from grid to 
heterogeneous computing 
infrastructure

● Commercial clouds
● HPCs
● Opportunistic resources

Changes for new workflows 
and parallel computing 
libraries

● Machine learning
● Dask
● Raythena


