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Introduction

The ATLAS experiment at the LHC utilizes complex multicomponent distributed systems
for processing (PanDA WMS) and managing (Rucio) of data. The complexity of the
relationships between components, the amount of data being processed and the

Unified monitoring infrastructure (UMA)
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ATLAS Monitoring and Accounting
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CPU usage in ATLAS by different payloads

Data evolution in ATLAS by data format
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* MONIT: Monitoring the CERN Data Centres and the WLCG Infrastructure. EPJ Web of Conferences 214, 08031 (2019) CHEP 2018



