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Requirements
- Quasi-real time 

monitoring
- General and detailed views  
- Smart alert system 
- Historical information 
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- Use common tools
- Leverage open-source solutions and 

IAAS/SAAS
- Minimise operational efforts
- If possible, avoid custom applications
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CMS Monitoring in a nutshell
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Storage metrics - long term

Dataset monitoring 

Grafana Dashboards

HTCondor job monitoring

K8s and node metrics

Support for big data analysis

HPC, CPU efficiency, Datasets 
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Data Providers
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XrootD
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Data Flow
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CERN IT

CMS Monitoring

AlertManager

Injection
Transport Storage

Access
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CMS Monitoring Infrastructure
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● We monitor: 

○ 20+ k8s clusters

○ services on VMs
○ 100+ services on k8s
○ 150+ alert rules

● We manage:

○ 8+1 k8s clusters

○ 100+ Grafana dashboards in production (>500 

overall)

○ 3x500 Billion data points

○ 30+ TB of data on OpenSearch
○ 45 TB of compressed data on HDFS
○ 4-5 M msg/hour to AMQ brokers with 6.5 kHz

https://cms-monitoring.cern.ch/

https://cms-monitoring.cern.ch/
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K8S Infrastructure
Prometheus (High Availability 
mode), VictoriaMetrics, 
AlertManager and Exporters: 
MAIN, HA-1, HA-2
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In-house message broker: 
NATS

Long-term time-series 
metrics storage for 
aggregated data: 
(2xVictoriaMetrics) 
VM-AGG

Rucio dataset monitoring 
DM-MONIT

Data aggregation/ETL 
batch jobs (Spark, Sqoop, 
etc.): CRONS

● Zero downtime 

in 2 years

● Single Grafana 
data-source to 

thousands of 

metrics via 

Promxy 
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Rucio Dataset Monitoring
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2021-Q1

2021-Q3

2021-Q4

2022-Q1First 
request

Identification of 
suitable data sources

Finalisation of ETL

Deployment of web 
service

● Views:

○ Datasets not recently accessed (not read since n months)

○ Time-series monitoring of dataset metrics

○ Detailed view (tables) of all datasets 

Name
Size
RSE
Creation date
Last access
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Not accessed Datasets
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Rucio
Replicas
DIDs

DBS
Datasets
Files

DataTables

Optimized, sequential
and parallel 10+ tables
dumps. t<50m 
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Time series Dataset monitoring
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Rucio
Replicas
DIDs

DBS
Datasets
Files
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Tabular Dataset monitoring
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Rucio
Replicas
DIDs

DBS
Datasets
Files

DataTables

DataTables backed 
by Go web server
and REST API for 
MongoDB
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Summary
● CMS Offline and Computing developed a comprehensive monitoring 

infrastructure 

○ Use of common tools and technologies
○ DevOps approach
○ Minimise maintenance and operation tasks
○ Custom applications for specific use cases
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What gets monitored gets improved

[C Uzunoglu]


