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. CMS jobs are sent to where the data is by default but, occasionally,
have the capability to read data remotely using the CMS XRootD
federation (overflow to close sites and files opened in fallback).

. We have been exploring the XCache service at PIC Tier-1 and CIEMAT
Tier-2 to cache data which is read from remote sites.

. XCache potentially helps reducing data access latency, improving CPU
efficiency and reducing the storage deployed in the region

. We have deployed XCache service in the region, and dedicated studies
and performance measurements have been performed to demonstrate
the usefulness of the service and reach the best possible configuration.
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XCache deployed at PIC and CIEMAT for CMS A e

Currently, a XCache service at PIC (180TB) is serving data for both PIC and CIEMAT worker nodes.
PIC and CIEMAT rtt is ~9 ms — this deployment is sufficient to cater to the needs of both sites.

Deployment Storage XrootD version CMS data tiers to cache Accessibility
(OSG)
Current (single cache for | T1_ES_PIC: 180 TB (RAID) 5.5.1-1 All (except pileup and All worker nodes + half of the
both sites) unmerged data) worker nodes at CIEMAT
182 T
Free space
TIE
136 TiB

; (*) Example of
eve ) XCache usage for a
weekly period
90.9 TiB LRU algorithm enabled in for xCache
in the RAIDG6 server

Tlmestamp; per 3 hours
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Daily cache requests A e

B cache misses
B cache hits

Since the commissioning of the 1091
centralized XCache at PIC
About ~5000 daily files are
daily created in average and
~2000 accesses received
(average file size of 2.7GB)
from jobs executed at both sites
requesting remote data.

% of files

40
The cache hit-rate can
fluctuate between periods of
high and low performance, 20
depending on the type of jobs
executed. However, there is
always potential for
improvement in this aspect. N < & S S 8 4




Local monitoring of XCache in PIC and CIEMAT

xcache-* v < 137,771 hits @ Chart options
E a C h fl | e Q search field names 50,000 Eve nts Of
I 30,000 1 Q ’
Filter by type 0 v 20,000
downloaded creation’,
0
v Available fields 36 2023-04-0818:00  2023-04-0900:00  2023-04-09 06:00  2023-04-0912:00  2023-04-0918:00  2023-04-10 00:00 2023-04-10 06:00 2023-04-10 12:00

Popular

] ’
p rOd U Ces a Apr 8, 2023 @ 14:06:00.000 - Apr 10, 2023 @ 14:06:59.999 accesses a nd
. o event_type " 1 ~ 1
.cinfo file —» deletions’ are
. . > Apr 18, 2023 @ 13:45:21.000 @timestamp: Apr 18, 2023 @ 13:45:21.88@ attach: Apr 18, 2023 @ 13:45:21.800 b_bypass: @ b_hit: 4,919,767
monit binary :

-id b_miss: 407,601 buffer_size: 524,288 cached_age: @ cached_size: 61,861,493.88 campaign: Run2022F V)roce ssed
.
t _index EIastICSea rch se rver cksum: net created: Apr 10, 2023 @ 13:45:20.000 data_tier: AOD data_type: data detach: Apr 10, 2023 @
_score

fl Ies 7 13:46:47.080 duration: Jan 1, 1970 @ ©1:00:00.086 event_type: access file: 9387dleb-

ad1c-4aa6-90d9-39f6bd462b86 . root file_size:

3,271,319,597 1fn: /store/data/Run2022F

t _type
[ @timestamp > Apr 18, 2023 @ 13:45:21.000 @timestamp: Apr 10, 2023 @ 13:45:21.880 attach: Apr 10, 2023 @ 13:45:21.000 b_bypass: @ b_hit: 3,367,943
£ attach b_miss: 155,405 buffer_size: 524,288 cached_age: @ cached_size: 2,258,028,857 campaign: Run3Winter23Digi

cksum: none created: Apr 10, 2023 @ 13:45:26.000 data_tier: GEN-SIM-RAW data_type: mc detach: Apr 10, 2023

218.28TB
® Erased ® Cached data volume
26,000 130,000
@ Creation @ Files in the cache (n_acc_to...
200.09TB
24,000 ® Access 120,000
22,000 110,000

100,000

... And

18,000

monitoring o
dashboard for
XCache is

s in the cache

°
2
8
3
°
s
£
»

8,000 40,000

| produced! |

6,000 30,000

36,3878

4,000 20,000

10,000

22TB(P...

2,000 » A I 181978
0 l 0.008 0

2023-03-2600:00  2023-04-0200:00  2023-04-09 00:00 2023-03-26 2023-04-02 2023-04-09

@timestamp per 3 hours @timestamp per 24 hours




Local monitoring of XCache in PIC and CIEMAT

Average of age of files in the cache vs time

14
12
10 I

Historic aggregated data: data age, evolution
of cache occupations, i.e.

Average of age of files (days)

2023-03-26 00:00

2023-04-02 00:00

2023-04-09 00:00

@timestamp per 12 hours

Current size distribution of files in the cache per data type

0.00B - 2.00GB 2.00GB - 4.00GB 4.00GB - 6.00GB 6.00GB -> 8.00GB

8.00GB - 10.00GB ® 10.00GB - +oo

18,000

16,000

Lo Cache distributions
g oo by ranges of sizes
Data Tier

Current cached data volume distribution per data tier (da

MINIAODSIM 37.73%

£3
S g
& N
for covan. oo~ o
5 - 4 3
cevsmon. o S F¥  AODSIM24.57% RN & AODSIM 22.12%

h ‘ B ‘

P

Hit rate

typerdata’)

typesdata’) ‘Current files distribution por data ier (data_type-data®)

MINIAOD 64.24%

Cache distributions by data tier, popularity, -~

GEN-SIM 36.27%
MINIAODSIM 39.53%

2

&
GenSMOIG. 018% ¥ AODSIM17.42%
RN

- ® Hitrate
80
70
60
50
40
30
Al pa A

@ Hitrate [1]
Other metrics: hit-rate, number of hits by
file, ...

2023-02-01 2023-03-01 2023-04-01

@timestamp per 24 hours




Analysis jobs at CIEMAT accessing data from different locations A

Half of the worker nodes at
CIEMAT have enabled the 107 (Jan 2023 - Apr 2023) 100 days Worker nodes with XCache enabled

to PIC's XCach P y 1 Worker nodes with XCache disabled
access to S ache.

(*) Each distribution also includes the
local read jobs -> Nodes capable to read
through XCache in addition are indicated.

CMS Remote Analysis Builder
(CRAB) is a tool for
distributed data analysis in
CMS. Those are the selected

analysis jobs in the study. 107

Normalized jobs number

We have conducted a study to
compare the degradation of
CPU efficiency in CRAB jobs
when executed at CIEMAT
worker nodes when caching 10-3
is enabled or disabled. 0 20 o ePU Efficiency (%) 80 100

M =70.42 +/- 0.95
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Analysis jobs at CIEMAT accessing remate data and PIC's XCache A

T2_ES_CIEMAT o

We compare the CPU

efficiency of the standard TI'ES‘P'TCZ‘_X;_a;zz +°
CRAB jobs executed at T2 CH_CERN ‘
CIEMAT worker nodes by TLES_PIC .

. . XCache 0.95+0.03
CMS users while reading T2.USMIT  Overall CPU Eff .

data from different CMS g T2.UK London IC , i

: : : S T2.US Nebraska  Real CRAB jobs o

sites with those reading g executed by the

through XCache. 2 TR flondE ysers T
’% T1_FR_CCIN2P3 -

. . - T1_DE KIT i

If data is already in the T1_RUJINR i

cache, the average CPU T2_IN_TIFR .

efficiency is very close to T1_US_FNAL .

that when reading data TAITCNAE s

locally from CIEMAT. 155 Aisacnsln :

T2_UK SGrid_RALPP 3 . . . . o .
(*) Mean is dominated by more sites with lower efficiencies

65 70 75 80 85 90 95
CPU Efficiency (%)
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HS06-hr consumed by CRAB jobs at CIEMAT

XCache potentially reduce
the amount of HSO06-hr
spent by these tasks by
getting data closer to
worker nodes being read
as local (latency hiding).

If the access to XCache
was enabled to the whole
CIEMAT WNs, the 13% of
the total HS06-hr spent in
CRAB jobs that read data

off the spanish region
would be reduced —
potential margin of

improvement.
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Total HS06 CRAB Analysis jobs: 2.1M HS06-hr in the
analysed period (Jan 2023 - Apr 2023)

13% HSO06-hr not reading from PIC or CIEMAT

J

ph

T2 CH CSCS
jing

T2_RU_INR

TO CH CERN

T2_IN_TIFR

T2 US Vanderbilt

JINR

T2 UK London IC
gharo
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T2 EE Estonia

T2 CN Bei

T2 US UCSD-ce

T1 ES PIC
T2_IT_Pisa
T1 DE KIT
T2 FI HIP
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T2 BR SPRACE

T2 BE_IIHE
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T1_FR_CCIN2P3
T2 US Caltech
T2_IT Rome
T2 PL SWIERK
T2 RU IHEP
T1 UK RAL
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T1 US FNAL

T1 RU
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T2 US MIT
T2 BE UCL
T2 IT Bari
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T2 UK SGrid RALPP
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T2 HU BUDAPEST

T2 US Purdue
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Studies on CPU efficiency dependence on network latency 4 &«

In addition to analyzing real user jobs, test jobs are submitted from PIC in a controlled environment.
These test jobs access MINIAOD files from various CMS sites distributed around the world.
— MINIAOD files are compact versions of the full CMS event data used for analysis.

T2_ES_CIEMAT . 100
T1_ES_PIC_XCache . e, =
. - O———@———@-——O———® o-——-9---9
T2 pisa £° - . s :
T2 CH.CERN 1., ° 65 High CPU Eff — Not a very i
TLES PIC £ 3 I/0 intensive workflow! :
T2_US_MIT £, - = :
- T2_UK_London_IC S wpersssw<chTesex o icwaofasowiuter Si ‘ I
B T2_US_Nebraska R I CRAB > 904! :
© s B I I
3 T2_US Florida ~ * €a ) .§ i Test jObS i
£ TLFR.CONZP3 user jObS = : i
(=] T1_DE KIT UDJ g5 ! I = |
TLRUJINR . 5 5 Throughput stabilizes at ~40 k *
> |
T2_IN_TIFR * events proceSSEd &+
T1_US_FNAL . I
T1_IT_CNAF - 80 1 :
T2_US_Wisconsin . Reads at 2 MB/s E
T2_UK_SGrid_RALPP = i
65 70 75 80 85 90 95 é) 20600 40600 60(’)00 80600 100’000
CPU Efficiency (%) Number of events

Executing controlled jobs locally at PIC allows us to minimize the errors and study deeper
aspects of the jobs (ev. Processing throughput dependency on latency, i.e..).
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Studies of CPU efficiency de

The goal of this study is to
evaluate which is the impact on
CPU efficiency of executing the
same job accessing similar
MINIAOD files from different
sites.

Our measurement of CPU
efficiency involved a comparison
between executing the same job
while reading from XCache
locally and remotely, which
reveals a degradation on the
CPU efficiency — also, negative
impact on walltime.
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CPU Efficiency (%)
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Walltime loss by jobs reading remote data A B

B Fractional walltime loses per job

By comparing the time it takes to run ~ *°]
jobs at the PIC versus other sites, we
calculate the wasted walltime using *°’
the number of jobs executed at
each site. L5 1

Overall, if all jobs were run accessing 10
data locally at PIC, 1.8 kHS06-hours or
28% of walltime could have been 05 -
saved out of the total 6.5k

HS06-hours tested. 0.0

JINR
J

T2 US_UCSD
jing
T2_FI_HIP

T2 US Nebraska
gnaro

T1 IT CNAF
T2 IN TIFR
T2 US Wisconsin

T2 ES CIEMAT
T2 US Vanderbilt
T1 _DE_KIT

T1 US FNAL

T2 KR _KISTI

T1_FR_CCIN2P3

Total test: 6495 HS06-hour
Total wastage: 1812 HS06-hour
Fractional waste of walltime.: 28 %

T1_ES_PIC
T2_BE_IIHE
T1.RU
T1_UK_RAL

T2_CN_Bei

T2 PL Swierk

T2_CH_CERN
T2_DE_DESY
T2_EE_Estonia
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PIC

Correlated CPU eff degradation in test and real jobs A B

This plot illustrates the
correlation between the 100 5 7 7 .4
degradation in CPU = < g £ . G 3
efficiency during remote < iﬁégj S
reads for real user jobs 5 80; +ﬁ w P
(y-axis) and test jobs & | £+
(x-axis) 8 &
The relationship suggests a 3 +
relative tradeoff, verifying g
that both the degradation & 4/
effect of CPU efficiency and =
the improvement in XCache = &
are observable in reality — 55 ‘ , , , , t , [

20 30 40 50 60 70 80 90 100

validating our tests.
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CRAB jobs executed at PIC worker nodes

Some users explicitly specify in the job
from where they want the jobs to be read.

This procedure bypasses the rules of the
local site configuration, which
hierarchically specifies to the jobs to
download the data to the cache instead of
reading them remotely from any other site
using the XRootd redirectors.

This is around 4k HS06-hr during the period
(1% of the total walltime in CRAB jobs) — it
is less efficient and this data can not be
cached.
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Data location

T1_ES_PIC_XCache
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TO_CH_CERN

T1_IT_CNAF
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Jan 2023 to Apr 2023 (100 days) ->
Period of commissioned centralized
XCache at PIC for PIC and CIEMAT -

120k jobs

+

55 60 65 70 75 80 85 90

CPU Efficiency (%)
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Conclusions

- XCache service has been deployed for PIC and CIEMAT CMS Tier sites to improve the
overall CPU efficiency by reducing the latency to access remote input data.

- A monitoring service has been implemented to monitor the performance of the cache
service in PIC, ensuring efficient and effective data delivery to the Spanish region.

- A'significant improvement has been observed in the controlled jobs of analysis by reading
MINIAOD data locally through XCache, compared to reading them remotely, as expected.

- In the period considered in this study, the 76% of walltime spent by CMS CRAB analysis
jobs at CIEMAT read data locally. The XCache service provides significant benefits to the
remaining 24% of walltime that reads data remotely, resulting in improved efficiency and
saved walltime.

CHEP 2023 / Virginia / USA [C. Perez Dengra)
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- Future studies dedicated to XCache service are required to determine the
extent of storage cost reduction achieved by retaining the most commonly
accessed data for Analysis jobs within the cache.

- Centralized XCache for the region at PIC would help to alleviate the storage
costs in the region, but network use will increase by sending data to CIEMAT.
The impact over the network will also be evaluated in the future.

CHEP 2023 / Virginia / USA [C. Perez Dengra) 17



CHEP 2023 / Virginia / USA [C. Perez Dengra)

Thanks!
Questions?

Projects FPA2016-80994-C2-1-R,
PID2019-110942RB-C21, and
BES-2017-082665 funded by:

UNION EUROPEA
** * ** )
MINISTERIO * g
DE CIENCIA

- * p K
E INNOVACION

oesaroLLoReciona.  ACENCIA

“Una manera de hacer Europa” INVESTIGACION

It has also been supported by the Ministerio de Ciencia e Innovacion MCIN
AEI/10.13039/501100011033 under contract PID2020-113614RB-C21, the
Catalan government under contract 2021 SGR 00574, and the Red Espariola
de Supercomputacion (RES) through the grant DATA-2020-1-0039

A

PIC

port d'informacid

cientifica

18



BACKUPS



J: P o
Data studies: Rucig usage 202¢-¢0¢3 at PIC (3)

About half of the deployed disk storage is used for *AOD* derived forma

2PB o

.- All data tiers . (*) *AOD*
| Max: 4.81 PB Max: 2.25 PB
Avg.: 2.69 PB Avg.:1.39 PB
Curr.: 2.15PB Curr.:1.5PB
. — g ="

08/01 09/01 10/01 11/01 12/01 01/01 02/01 03/01 04/01 08/01 09/01 10/01 11/01 12/01 01/01 02/01 03/01 04/01

(*) *AOD* stands for all data tier including the word ‘AOD’ on it.




Controlled test job profiling executed at PIC

CPU efficiency (%)
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studies CPU efficiency dependance over latenc
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