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But let’s keep in mind that this work is extensible to any collaboration that uses Rucio
(adaptable to other data management systems too) to move data across sites
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Motivation = HL-LHC Caltech

CMS expects more than half an exabyte of new AT B P—

data for each year of LHC operations during the collisions selections selections

High-Luminosity LHC era from about 2029-2040 soh B e ¥

e One annual processing workflow of a few
hundred PBs

e Every 3 years, exabyte scale re-processing &
workflow This can generate up to a petabyte

Total aggregate data flows are expected to be | of data per second.

dominated by the largest flows.

Filtering the data in real time, selecting potentially interesting events (trigger).

e Given that:

® \WAN Network resources are not unlimited!

® \We don’t have infinite $$; We cannot just throw hardware
to the problem

We need to be smart and use our resources
efficiently
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Obijectives

Make Rucio capable to schedule transfers on the network.
Improve accountability.

Predetermined transfer speed and quality of service (time to completion).

Fine-grain managed transfers can be also fine-grain monitored since they travel
alone within a well-identified network channel.

Comparing Achieved V.S. Allocated bandwidth will make network & endpoint
issues evident.



Quick review: How transfers work nowadays? Caltech

J Rucio | T2 US_UCSD => https://redirector.t2.ucsd.edu
e T2_US_Caltech => https://xrootd-redir-stageout.ultralight.org
Copy dataset-A to
Caltech

COPY:
https://redirector.t2.ucsd.edu/dataset-A => https://xrootd-redir-
stageout.ultralight.org/dataset-A

Caltech
XRootD

“The network”™ ==~ XUR%?)?D

—

GET https://redirector.t2.ucsd.edu/dataset-A
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What can be improved? Caltech

Let’s STOP using the network as a black box and instrument it!

There can be multiple paths
between 2 SEs, but tools don’t
get to pick which one to use.
The routing algorithms know
nothing about our priorities

At the SE we put all transfers in AAA
Rucio TPCs XRootD
the same bucket, no ASO TP O

prioritization

*TPC — Third Party Copy, *AAA — Any Data, Any Time, Anywhere
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https://www.researchgate.net/publication/280773137_Any_Data_Any_Time_Anywhere_Global_Data_Access_for_Science

Esnet Network Topo + US-CMS Sites Caltech

NETL-
peH

Increasing bandwidth s I T E S

*Locations generalized for clarity
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SENSE Architecture

Application Model Driven SDN Control
Workflow Agent with Orchestration
i ."

Intent Based APIs with
Resource Discovery,
Negotiation, Service Lifecycle
Monitoring/Troubleshooting

Real-time system based . { SENSE J

on Resource Manager Orchestrator
developed infrastructure . T g
and service models

SENSE End-to-End Model
e . 4

, Datafication of
,},,{E::;Dlego cyberinfrastructure to
E ‘:t] enable intelligent services

SENSE Resource Manager



SENSE Architecture

intent Based APIs with Application M.del Driven SDN Control
Resource Discovery, 2 ation

Negotiation, Service }*

Monitoring/Trou

/

Real-time syste

on Resource M
developg More details in Track 7, Tuesday, 17:15, Talk:

and se “Complete End-to-End Network Path Control
for Scientific Communities with QoS
h Capabilities” by Chin Guok
g

nt services

- Eu i _‘ﬂ
ﬁ Caltech ),

TransferService
E‘ransferService;] r F m \.’ 4

= SENSE Resource Manager




How do we improve things? Using SENSE we can: Caltech

Configure VPNs between Routers ®
so we can enforce a given path to

be used for specific set of Caltoch Ucsh
altec
transfers XRootD XRootD
Irr?pllernent Qo§ so that we can 10Gbps pT——
prioritize certain transfers at the 40Gbps  Medum-important Dataset | o o
DTN level/Router Level .
50G bps VERY-important dataset
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Rucio/DMM/SENSE Workflow

CMS ( Rucio

Replication
Rule

) 3
Data Moverr?e)nﬂ
« @ Management J‘ @ > SENSE

Preparing

~®_ " pmm)
@

—
[ Queued H Submitted H Done ] y
\ J I Network and I

@or@

Priority Dataflow Service Workflow Steps

FTS
to Site B to Site A
XRootD XRootD
Director Director

"Rucio to FTS and
DMM interactions can
be asynchronous

1) Rucio decision regarding which dataflows should be on "priority service"

2) Rucio initiates "early binding function" and sends request DMM which includes:
SiteA ID, SiteB ID, Data amount, Priority Level

3) DMM process Rucio request and translates into a SENSE request parameters

4) DMM sends a request to SENSE for a priority network path which includes: SiteA
to SiteB, bandwidth, time duration, IPv6 subnets to be used for data transfer.

5) DMM sends a response to Rucio which includes the following: IPv6 addresses to
use for this priority data transfer

6) Rucio sends information to FTS to initiate data transfer, using proper IPv6
addresses

7) SENSE sends request to Network and Site Resource Managers to instantiate
priority network service

i) DMM to SENSE "discovery services" (one time at DMM startup)

This is the mechanism for DMM to discover information about sites which includes:
sites available for service. IPv6 subnets available, site network connection speed,



Proof of Concept Testing Caltech

Currently working toward ~400 Gbps site-to-site. Only a few hosts needed for
these rates. Working through some technical issues in the areas of End System
QoS, FTS/XRootD configurations.

Networl k Traffic Basic

40 Gb/s

of the bandwidth, just
- 100Mbps left

Artificial backyrﬁl«d traffic to

produce congestion




Higher Speed transfers using FTS/XRootD Caltech

[ Decision [ EMA Throughput
® Once FTS Transfers are submitted, 7000.00 MiB/s - - - -

~48 .
FTS Slowly increase number of active gbps" o o

p .
. 5000.00 MiB/s
transfers (see red line).

- 350
300
250

4000.00 MiB/s 200
® Due to this, XRootD endpoints do not 3000.00 MiB/s 150
get enough streams to reach 2000.00 MiB/s 100
>2oogbps 1000.00 MiB/s 50
. . 0.00 MiB/: 0
® Working to increase transfer rates o
. A
® Need a dynamic way to control K
. . Q
submission rate (to FTS and FTS to »:é\ ;
XRootD) & &
P D
i= Source i= Destination := VO Submitted Active Staging S.Active Archivin¢ Finished Failed Cancel o ‘;I;)- Thr.
+ davs://sense- cms 1284 190 - - - 14117 - - 100.00 % 5223.57 4 @
davs://xrootd- redir- MiB/s

sense-ucsd- @l.ultralight.or
redirector.sdsc

0 100.00 %
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Key takeaways Caltech

* Today, science workflows view the network as an opaque infrastructure -
inject data and hope for an acceptable Quality of Experience

* We should allow workflow agents to interact with the network - ask questions,
see what is possible, get flow specific data and resources

* Science workflow planning should be able to include the networks as a first-
class resource (alongside compute, storage, instruments)

* This requires collaborative cross-discipline teams for workflow co-design

* The same mechanisms that allow the above can also be used by individual
networks to distribute traffic more efficiently across entire infrastructure

J.Balcas “Automated Network Services for Exascale Data Movement”, CHEP 2023



Thank Youl!

Want to try out? Join SENSE Testbed? Ask questions?
Drop an email to SENSE Group:

‘ ES n et sense-info@es.net



mailto:sense-info@es.net
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SENSE/Rucio/FTS Workflow Caltech

CMS —! Rucio DMM SENSE I
CERN
MONIT

y

A

1 Network and
ite RM

FTS-Pilot Local XRoo

CERN Cluster

Prometheus

Priority Path Monitoring

Network
/s i =) ses)
i RM RM Site B
Site A site CE (L 40 —~ra —~ I(_ Site CE
Router ¥ ESnet outer
1 PE Router \/ outer
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Top of Rack BGP or Policy op of Rac
Switch Based Routes Switch
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What’s next? Caltech

e Development Goals:

DMM Development and policies. Allow it be adaptable — and define importance of data transfer.
Add more sites — US (Fermilab (T1), Nebraska (T2), Vanderbilt (T2)), Brazil - Sprace (T2), CERN (T2).
Looking for more European site(s).
More NOS (Network Operating Systems) support in SiteRM (Dell OS 10, FreeRTR, Juniper)
Quality of Service (Hard QoS, Soft QoS) What to do once underutilized/oversubscribed?
Link weights on WAN:

® Caltech-LasVegas-CERN (130ms, 10gbit max); Caltech-SFO-CERN (163ms, 20gbit max)
Policy for fair-share between experiments. Who gets how much and what?
Automated End-to-End troubleshooting, monitoring, alarming. (pin-point exact hop failing, alerting)
Other experiment use cases and support in SENSE.

e Participate in the WLCG Data Challenge 2024

J.Balcas “Automated Network Services for Exascale Data Movement”, CHEP 2023
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FTS Transfers via SENSE Path logged in MONIT
(using CERN FTS3@Pilot Instance) Caltech

[2] ~ data.dst_se:"davs://sense-redir-01.ultralight.org" Lucene v ~an hour ago - now G Refresh

&  + Add filter

. = )
monit_prod_fts_enr_c... v 9,053 hits
Q) Search field names Apr 19, 2023 @ 02:07:43.162 - Apr 19, 2023 @ 03:07:43.162 Auto ~
& Filter by type 0 o
Selected fields 250
t data.dst_rse § 200
8 o
t data.dst_url 100
. 50
# data.f_size . | I L ..-.I ....
# data.operation_time 02:10 0215 02:20 02:25 02:30 02:35 02:40 02:45 02:50 02:55 03:00 03:05
t data.src_rse metadata.timestamp per minute
t data.transfer_type Time « data.dst_url data.transfer_type data.operation_time data.f_size data.src_rse data.dst_rse
i > Apr 19, 2823 @ ©3:04:59.726 davs://sense-r 3rd pull 22,248 1,873,741,824 T2_US_UCSD T2_US_Calte
Popular (.edlr-m .ultral
ight.org:189
t data.dst_se 4//store/user/
jbalcas/50004/
t data.endpnt testSourceFile
@ data.is_archiving 133.root
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UCSD to Caltech testing at higher speeds Caltech

Network Traffic Basic

300 Gb/s

250 Gb/s \\ - |
) \
200 Gb/s 4
150 Gb/s _ S F
100 Gb/s
50 Gb/s
0b/s
15:50 15:52 15:54 15:56 15:58 16:00 16:02 16:04 16:06 16:08 16:10 16:12 16:14 16:16 16:18 16:20 16:22 16:24 16:26
== Background Traffic Sense Priority

Using FDT (Not FTS/XRootD)
Green — background traffic, Yellow — Priority path requested via SENSE

e Total Capacity between UCSD-Caltech (300gbps). Background 200G, Priority
100G.

e Working through some issues with Linux TC, Kubernetes/Multus Private NS

Issues. Also evaluating use of BPF and Smart NICs for end-system options,
PATC.

TC — Traffic Control, NS — Namespaces, BPF — Berkeley Packet Filter,
P4TC — Protocol-Independent Packet Processor Traffic Control
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