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SOME IMPORTANT POINTS

➤ Perturbative accuracy 

➤ Choice of data points 

➤ Consistency polarized/unpolarized 

➤ Positivity bounds
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TMD Parton  
Distribution Functions

The W term, dominates at low transverse momentum (qT ≪Q) 

So far, the Y term has been excluded in the Pavia analyses
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At small transverse momentum, the dominant part is given by TMDs. 
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TMDs formally depend on two scales, but we set them equal.
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The analysis is usually done in Fourier-transformed space
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hard factor
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nonperturbative part 
of TMD

collinear PDF

perturbative Sudakov 
form factor

nonperturbative part 
of evolution

see, e.g.,  
Collins, “Foundations of Perturbative QCD” (11) 

matching coefficients 
(perturbative)
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b⇤<latexit sha1_base64="dEaAb9+qZHzZmr+11JLKcLYqf3o=">AAAGlnicnVTdbtMwFM6AlVEYbHCDxI1FN8TFVtpuY0gTaAJNcFm07keqS+QkbmtqO5HtjHaW34Cn4RZehLfhJCtoSauCsBTL/r7znXN8Yp8g4UybRuPn0o2bt5Yrt1fuVO/eW73/YG394amOUxXSkzDmsToPiKacSXpimOH0PFGUiIDTs2D0LuPPLqjSLJYdM0loT5CBZH0WEgOQv/YMi9QP0GuE+4qEtoXoJ7uNB0QI4h85ZwMfE22cv1Zr1Bv5QLOL5nRR86aj7a8vn+MoDlNBpQk50brbbCSmZ4kyLOTUVXGqaULCERnQbhL1DR1vRRcs0ZIIqreAzBc9mx/RoU1AItSPFXzSoBy97sMSofVEBGApiBnqMpeB87huavqvepbJJDVUhleB+ilHJkZZvVDEFA0Nn8CChIpB9igcEqiVgapWsaRfwhiKJSOLed/BRPvGrRYJNQBCscHQuGJeSpGJqxaNGXOWuSJGnaUlKAIsKmFwfIuDmEdZJWJeYo1yFtIQqKNciQrEImGWfX4jSrhmGQPzDDMOPjs79u3bcqDLobOX/rDsyDjbKR850S6fGY9lgcNBQFS32bNVNB1YaCgptXsidddAMqJBPO7m924Dg8jiZEikiYWtNZ3bcDMOtgseMqu/mPxPkNxB6USKZAfCARtwzIkccJpH/y1pgQQrwnQWy27vJCa7UCmntlHfzzbNFswOHyC3et3viJrc78G/iLfykChLQoF9nkTpp0gNTxl+IThWEt4/tAuB5NVuu1Hfa8D2RSEFMJ2nGf3R7O7N0STzNMniOMfzNMeLNe15mvZiDZ+n4TMaVN3cRAJaRpy1EpDCg0cdlPXiVKOEqgTJ2ORduOi/A64zuhS2k2PZM4Fe3Cx33tnFaave3Km3Pu7WDl9Ou/KK98R76j33mt6+d+h98NreiRd6X71v3nfvR+Vx5U3lqPL+yvTG0lTzyCuMSvsXgwU9Gg==</latexit>

f̂q
1 (x, bT ;µ

2) =

Z
d2k?e

ibT ·k?fq
1 (x,k

2
?;µ

2)
<latexit sha1_base64="Mbq1NUnnQ5yZa4j71F7UhVM3OF4=">AAAGjXicnVRdb9MwFE2BldExtsEjLxYd0pC2kmSrhjRAEzzAY9G6D6luIydxWlM7CbYz2ln+oYg/g5N10KRVQViKdX3OPffDduynlAhp2z9q9+4/WKs/XH/U2Hi8+WRre+fphUgyHuDzIKEJv/KRwJTE+FwSSfFVyjFiPsWX/vhjzl9eYy5IEnflNMV9hoYxiUiApIG87QyOkFSR9pzBt73Jvu91TyDLBu4r8A5AEksQDlwAfabG2oMp5inAA0UKxNdeF8AgTOSdgyo8tAZ/As5LB+5dbG+7abfsYoBFw5kZTWs2Ot7OmgXDJMgYjmVAkRA9x05lXyEuSUCxbsBM4BQFYzTEvTSMJJ7sh9ckFTFiWOwbsjD6qtgxDV4aJARRws1nmizQ+RgKMSGmzDeeDMmRqHI5uIzrZTJ601ckTjOJ4+A2UZRRIBOQbz8ICceBpFNjoIATUz0IRoijQJpDasAYfw8SxlAcKkgjbSYcSb1ZJvjQEJwMR1KX6+IcTXWj7EyIVkSXMawVrkChwcIKZtpX0E9omO9EQius5FqZMhjocl2hfLZKmFc/RGZRwQXJGTMvMBP/q1YTT32oJroZaXXjjaqBpFbdasup0MVMaBKXOOj7iPecvmqA2YBMmC3Fqs0yPQeiMfaTSa+4d7vQiMx1H6FYJkw1Ha139UKAg1KE3OsvLv+TpAhQ6YijvCHokyGFFMVDiovsdxLXSCBHROS51MFhKvMLlVGs7NZxvnBcM2t4AvTmfNwxlkXck38R7xcpQV4EN/5FEZVDiYX5lc0RmsA8Nv+/CzAD8e3qwG61bbN8XSrBuC7TjH9rjtpLNOkyTbo6z9kyzdlqTWeZprNaQ5dp6IIGNMyb6VRfyEXjwm05hy33y1Hz9P3s9Vy3nlsvrD3LsY6tU+uz1bHOrcD6WavVGrWN+la9XX9bn/neq800z6zSqH/6BbGGNhg=</latexit>

f̂q
1 (x, bT ;µ

2) =
X

i

�
Cqi ⌦ f i

1

�
(x, b⇤;µb)e

S̃(b⇤;µb,µ)egK(bT ) ln µ
µ0 f̂q

NP(x, bT )
<latexit sha1_base64="X7hspQzMSJcnVOBBKFPnG/qMcjg=">AAAGz3icnVRbb9MwFE65FCgUBjwiJIuBtEpdSQrTkCYQYi9IXFS0DpDqLnISpzV1nMx2oMMy4pVfxG/h33CSdWhJq4GwFOv4fOc719hBxpnSrvurce78hYvNS5evtK5ea1+/sXbz1nuV5jKk+2HKU/kxIIpyJui+ZprTj5mkJAk4/RDMdgv8w2cqFUvFUB9ldJyQiWAxC4kGlb/2E0+JNrH1vYPDjXk38Ic7OMkP+h30tI1VnvgMB2zCN1Db7FrfHDKLU80SqtoxUEpQdkqiwURpW7D9oIPa9MBgzXhE0d5GFezC3rGFwcR/Bdiwg7nAsSShAcQWm+9a2z7JzCCDZYLeDqw9ybGD/LV1t+eWCy0L3kJYdxZr4N+86OAoDfOECh1yotTIczM9NkRqFnJqWzhXNCPhjEzoKItiTefd6DPLlCBQbRfAUhibsucWPQBNhOJUwic0KrWnfRiSKHWUBGCZED1VdaxQrsJGuY6fjA0TWa6pCI8DxTlHOkXFAFHEJA01PwKBhJJB9iicEuiehjG3sKBfwjRJiIgM5jF0k9NY23YVkBMAJJtMta3mJSU5sq2qMWPWMFvVUWtoTRWBLqrpoHyDg5RHRSdSXkO1tKYc7VDaGhQkZxGL7CcEDjW9YgUC+xIyDz5ZM/fNi3qgr1NrvvrTuiNtzbBecqZsuTOeigqGg4DIkTc2LbRYOFHQUmq24H8+pSQzGqTzUfnf3cdAMjibEqHTxKx71t63Sw42Kx4Kq7+Y/E+Q0kGtIkmKgsq7jzkRE07L6CeUPlCwJEwVsczmo0wXP1TOqXF728XB68Nu8Q6Ce3zK74zq0u/Ov5C7ZUhUvjFgXyZRG4pQcJVhhOBYCrj/fUQTJI5Pm25vy4Xjw0oKYLqKM/vDeby1gpOt4mRnx9lbxdk7mzNYxRmczeGrOHyJg1rwZnr1F3JZeN/veY96/XeP158/W7yel507zj1nw/Gcbee589IZOPtO2Ljb2G28brxpvmt+aX5rfj82PddYcG47ldX88RtVqk7i</latexit>



PERTURBATIVE ORDER OF EACH INGREDIENT
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ingredients in perturbative 
Sudakov form factor

Order in powers of αS

Accuracy H and C K and γF γK PDF and αS evol.
LL - 1

NLL 1 2

NNLL 2 3

N3LL 3 4



LOGARITHMIC ACCURACY

10

LL ↵n
S ln2n

✓
Q2

µ2
b

◆

<latexit sha1_base64="zOx6Gry89pANROSOKNBhMd7S/H4=">AAAGpnicnVTdbtMwFM6AlVEYbHDJjUU3aUhbSbuNIU1CE9xwhTqt3SY1XXEStzW1nch2xjrLb8LTcAsvwNtwnBW0pFVBWEp0/H3nO+f474Qpo0r7/s+lO3fvLVfurzyoPny0+vjJ2vrTU5VkMiKdKGGJPA+xIowK0tFUM3KeSoJ5yMhZOH7v+LNLIhVNRFtPUtLjeCjogEZYA9Rfex1glo5w/+RCoICJC9MU1gQhHQ7ZVjCQODLHF01AeNYPwcgZ+dL212p+3c8HmjUaU6PmTUerv758HsRJlHEidMSwUt2Gn+qewVLTiBFbDTJFUhyN8ZB003igydV2fElTJTAnahvI3OiZfMkWbQISo0Ei4RMa5ejtGAZzpSY8BE+O9UiVOQfO47qZHrzpGSrSTBMR3SQaZAzpBLn9QzGVJNJsAgaOJIXqUTTCsFEadrkaCPIlSjjHIjYBG8DGMTLQdrVIyCEQkg5H2hbrkhJPbLXoTKk11BYxYg0pQTFgcQmD5cNZJix2O5GwEqulNVAGR21pS1TIFwld9UMMkxKuqGPgP8NchZ+tueqbd+VE1yNrrvujciBtTbu85FTZ/E9ZIgpcEIZYdhs9U0XTEXAFW0rMPs/sLRCPSZhcdfN7txGAyARw9YVOuKk1rN2wMwF2ChGc119c/idJHqC0IondgtxrYwHDYshInv23pAmSQGKqXC6zs5tqd6EyRoxfP3CTRhP+NjhEdvV23DHRedzDfxFv5ymRK0KCf15E6VCEgqcMRwiBpYD330SEI3Ez2/Hr+z5MXxVKANd5mvEfzd7+HE06T5MuznMyT3OyWNOap2kt1rB5GjajQdXNTcShZSSulYAUHjxqI9ebM4VSIlMkEp135WL8NoR2dCltO8fcM4Fe3Ch33lnjtFlv7Nabx3u1o7fTrrziPfdeeFtewzvwjrwPXsvreJH31fvmffd+VLYqHyudytmN652lqeaZVxiVT78A8xBEUQ==</latexit>

↵n
S ln2n�2

✓
Q2

µ2
b

◆

<latexit sha1_base64="X8/2JjxKTGkZcJbz1YWzpJGOrXc=">AAAGqHicnVRdb9MwFM2AlVEYbPDIi0U3aaCttN2mTZqEJnjhsdO6D9R0lZM4rantRLYz2ln+K/waXuGdf8N1VtCSVgVhKdH1Offce/11g5RRpRuNn0v37j9YrjxceVR9/GT16bO19efnKslkSM7ChCXyMsCKMCrImaaakctUEswDRi6C0QfHX1wTqWgiOnqSkh7HA0FjGmINUH/t0McsHeL+6ZVAPhNXpiV2Wtb4AR0M2JYfSxyakyuH8KwfgJEz8rXtr9Ua9UY+0KzRnBo1bzra/fXlSz9KwowToUOGleo2G6nuGSw1DRmxVT9TJMXhCA9IN41iTcbb0TVNlcCcqG0gc6Nn8kVbtAlIhOJEwic0ytG7MQzmSk14AJ4c66Eqcw6cx3UzHR/2DBVppokIbxPFGUM6QW4HUUQlCTWbgIFDSaF6FA4xbJSGfa76gnwJE86xiIzPYtg4RmJtV4uEHAAh6WCobbEuKfHEVovOlFpDbREj1pASFAEWlTBYPpxlwiK3EwkrsVpaA2Vw1JG2RAV8kdBVP8AwKeGKOgb+M8w4+GzNuG/elxPdDK256Q/LgbQ1nfKSU2XzP2WJKHB+EGDZbfZMFU2HzxVsKTH7PLN3QDwiQTLu5vduwweR8eHyC51wU2tau2FnAuwUIjivv7j8T5I8QGlFErsFudfGfIbFgJE8+29JCyS+xFS5XGZnN9XuQmWMmEb9wE2aLfhb/wjZ1btxR0TncY/+Rbydp0SuCAn+eRGlQxEKnjIcIQSWAt5/CxGOxO1sp1Hfb8D0baEEcJ2nGf3R7O3P0aTzNOniPKfzNKeLNe15mvZiDZunYTMaVN3cRBxaRuJaCUjhwaMOct05UyglMkUi0XlfLsbvQGhHl9J2csw9E+jFzXLnnTXOW/Xmbr11slc7fjftyiveS++Vt+U1vQPv2Pvotb0zL/S+et+8796PyptKu3JR+XTrem9pqnnhFUYl+AWgI0TE</latexit>

the difference between the two is NNLL

Sudakov form factor

C̃0
<latexit sha1_base64="7pPqu/FWJ8SukksJ4glueV5RllU=">AAAGeXicnVRdb9MwFPUGK6Mw2OCRF0M3aUJbSbpNQ5qEJvbCY9G6D6kpk5O4rak/ItsZ7Sz/DF7hd/FbeMHOClrSqiAsxbo+5557rx37xhklSgfBj6Xle/dXag9WH9YfPV578nR949m5ErlM8FkiqJCXMVKYEo7PNNEUX2YSIxZTfBGPTjx/cY2lIoJ39CTDPYYGnPRJgrSDupEmNMXmxH4KrtYbQTMoBpw1wqnRANPRvtpYuYxSkeQMc51QpFQ3DDLdM0hqklBs61GucIaSERrgbpb2NR7vpNckUxwxrHYcWRg9U+zCwi2HpLAvpPu4hgV6N4ZBTKkJi50nQ3qoqpwH53HdXPff9gzhWa4xT24T9XMKtYD+SGBKJE40nTgDJZK46mEyRBIl2h1cPeL4SyIYQzw1Ee1bN+G+tmtlQg4cIclgqG25LinRxNbLzoRYQ2wZw9bgCpQ6LK1gbvsmigVN/UkIWmG1tMaVwWBH2goVs0VCX/0AuUUFV8Qzbp5hxvFna8ZX5n010c3QmpurYTWQtqZT3XKmbDETKniJi+IYyW7YM3U4HRFT7kixOWC5vQOiEY7FuFvcu83IiUyUDRHXgplGaO2mnQmwW4rgvf7i8j9JigCVHUnkNxTFZEAjiviA4iL7b0nLSSKJiPK5zO5epv2Fyik2QfPQL8KWm210BO3a3bgjrIu4R/8i3ilSQl+EdP5FEZWfwpV7yu4XusCSu/ffgphBfrvaDZoHgVu+KZXgXOdpRn80+wdzNNk8TbY4z+k8zeliTXuepr1YQ+dp6IwG1re2IHMtQ/hW4qTuwcMO9O02VzDDMoNc6KLRluN3XGhPV9J2Csw/E9eLw2rnnTXOW81wr9n6uN84fjftyqvgBXgFtkEIDsEx+ADa4AwkQICv4Bv4vvKz9rK2XXt967q8NNU8B6VR2/sFGT8zEw==</latexit>

matching coeff.

C̃0
<latexit sha1_base64="7pPqu/FWJ8SukksJ4glueV5RllU=">AAAGeXicnVRdb9MwFPUGK6Mw2OCRF0M3aUJbSbpNQ5qEJvbCY9G6D6kpk5O4rak/ItsZ7Sz/DF7hd/FbeMHOClrSqiAsxbo+5557rx37xhklSgfBj6Xle/dXag9WH9YfPV578nR949m5ErlM8FkiqJCXMVKYEo7PNNEUX2YSIxZTfBGPTjx/cY2lIoJ39CTDPYYGnPRJgrSDupEmNMXmxH4KrtYbQTMoBpw1wqnRANPRvtpYuYxSkeQMc51QpFQ3DDLdM0hqklBs61GucIaSERrgbpb2NR7vpNckUxwxrHYcWRg9U+zCwi2HpLAvpPu4hgV6N4ZBTKkJi50nQ3qoqpwH53HdXPff9gzhWa4xT24T9XMKtYD+SGBKJE40nTgDJZK46mEyRBIl2h1cPeL4SyIYQzw1Ee1bN+G+tmtlQg4cIclgqG25LinRxNbLzoRYQ2wZw9bgCpQ6LK1gbvsmigVN/UkIWmG1tMaVwWBH2goVs0VCX/0AuUUFV8Qzbp5hxvFna8ZX5n010c3QmpurYTWQtqZT3XKmbDETKniJi+IYyW7YM3U4HRFT7kixOWC5vQOiEY7FuFvcu83IiUyUDRHXgplGaO2mnQmwW4rgvf7i8j9JigCVHUnkNxTFZEAjiviA4iL7b0nLSSKJiPK5zO5epv2Fyik2QfPQL8KWm210BO3a3bgjrIu4R/8i3ilSQl+EdP5FEZWfwpV7yu4XusCSu/ffgphBfrvaDZoHgVu+KZXgXOdpRn80+wdzNNk8TbY4z+k8zeliTXuepr1YQ+dp6IwG1re2IHMtQ/hW4qTuwcMO9O02VzDDMoNc6KLRluN3XGhPV9J2Csw/E9eLw2rnnTXOW81wr9n6uN84fjftyqvgBXgFtkEIDsEx+ADa4AwkQICv4Bv4vvKz9rK2XXt967q8NNU8B6VR2/sFGT8zEw==</latexit>

NLL ↵n
S ln2n

✓
Q2

µ2
b

◆
, ↵n

S ln2n�1

✓
Q2

µ2
b

◆

<latexit sha1_base64="+1BruYdh2njEeDrFU9YFmyhJJAs=">AAAG6HicnVRdTxNBFN0qVKyCoI++TAQSTKB2CwQTEkP0xccSykfSLc3s7rQdOjO7zsxiYTL/wTfjq//KF3+Ld5aq7LZB4iS7uXPOPffe+bphyqjSjcaPyoOHc/PVRwuPa0+eLi49W155fqKSTEbkOEpYIs9CrAijghxrqhk5SyXBPGTkNBx9cPzpJZGKJqKtr1LS5XggaJ9GWAPUWx4HmKVD3Ds6Fyhg4tw0hTVBSAcDthH0JY7M4XkTEJ71QjByRr62qLaJgk8ZjtFffW2i3/LvE6G3vNqoN/KBpg1/Yqx6k9HqrcyfBXESZZwIHTGsVMdvpLprsNQ0YsTWgkyRFEcjPCCdNO5rMt6ML2mqBOZEbQKZG12Tb5pF64DEqJ9I+IRGOXo7hsFcqSsegifHeqjKnANncZ1M9992DRVppomIbhL1M4Z0gtwJoJhKEml2BQaOJIXqUTTEsFEazqkWCPI5SjjHIjYB68PGMdLXdrFIyAEQkg6G2hbrkhJf2VrRmVJrqC1ixBpSgmLA4hIGy4ezTFjsdiJhJVZLa6AMjtrSlqiQ3yV01Q8wTEq4oo6B/xQzDi+sGffM+3Ki66E1171hOZC2pl1ecqps/qcsEQUuCEMsO37X1NBkBFzBlhKzyzN7C8QjEibjTn7v1gIQmQAuv9AJN6u+tWt2KsBWIYLz+ofL/yTJA5RWJLFbkHttLGBYDBjJs/+WNEESSEyVy2W2tlPtLlTGiGnU99zEb8LfBvvILt6OOyI6j7t/H/FmnhK5IiT450WUDkUoeMpwhBBYCnj/TUQ4EjezrUZ9twHTN4USwHWWZvRHs7M7Q5PO0qR35zmapTm6W9OapWndrWGzNGxKg2rr64hDy0hcKwEpPHjURq67ZwqlRKZIJDrv68X4bQjt6FLado65ZwK92C933mnjpFn3t+vNw53Vg3eTrrzgvfReeRue7+15B95Hr+Ude5H3szJXWawsVS+qX6pfq99uXB9UJpoXXmFUv/8CXXJbYg==</latexit>

⇣
C̃0 + ↵SC̃

1
⌘

<latexit sha1_base64="VFnjEzm75NrG3lgPqLghjiocr7s=">AAAGn3icnVTdbtMwFM4GK6Mw2OCSG0M3aYitS7pNQ5qEpu0CrlDRuh/UlMpJ3NbUcSLbGe0sPwZPwy08BG/DcVbQklYFYSnW8fed75xjxz5ByqhUrvtzYfHO3aXKveX71QcPVx49Xl17ci6TTITkLExYIi4DLAmjnJwpqhi5TAXBccDIRTA8sfzFFRGSJrylxinpxLjPaY+GWAHUXd3xj2mfbSJfURYRfWI+ua+Qj1k6wN3TW6iHrKN42V2tuXU3H2ja8CZGzZmMZndt6dKPkjCLCVchw1K2PTdVHY2FoiEjpupnkqQ4HOI+aadRT5HRVnRFU8lxTOQWkLnR0fleDdoAJEK9RMDHFcrR2zE0jqUcxwF4xlgNZJmz4Cyunane646mPM0U4eFNol7GkEqQPTgUUUFCxcZg4FBQqB6FAyxwqOB4qz4nX8IkjjGPtM96BibSU2alSIg+EIL2B8oU6xICj0216Eyp0dQUMWI0KUERYFEJg+1rP0hYZE8iYSVWCaOhjBi1hClRQTxPaKvvY1iUcEktA/MUMwo+Gz3q6uNyouuB0dfdQTmQMrpV3nIqTT5TlvAC5wcBFm2vo6toMvxYwpESvR9n5haIhyRIRu383q37INI+3G+ukljXPGPWzVSA7UIE6/UXl/9Jkgco7UhguyE/gEfpM8z7jOTZf0saIPEFptLm0tu7qbIXKmNEu/UDu/AaMBv/EJmV23GHROVxD/9FvJWnRLYIAf55EaWfwiU8ZfiFEFhweP8NRGLEb1bbbn3fheVOoQRwnaUZ/tHs7c/QpLM06fw8p7M0p/M1zVma5nwNm6VhUxpU3dhAMbSMxLYSkMKDRy1km3ImUUpEinii8nZcjN+C0JYupW3lmH0m0Iu9cuedNs4bdW+33viwVzt6M+nKy84z54Wz6XjOgXPkvHOazpkTOl+db85350fleeVt5X2leeO6uDDRPHUKo/LxF8plP68=</latexit>

NLLʹ ↵n
S ln2n

✓
Q2

µ2
b

◆
, ↵n

S ln2n�1

✓
Q2

µ2
b

◆

<latexit sha1_base64="+1BruYdh2njEeDrFU9YFmyhJJAs=">AAAG6HicnVRdTxNBFN0qVKyCoI++TAQSTKB2CwQTEkP0xccSykfSLc3s7rQdOjO7zsxiYTL/wTfjq//KF3+Ld5aq7LZB4iS7uXPOPffe+bphyqjSjcaPyoOHc/PVRwuPa0+eLi49W155fqKSTEbkOEpYIs9CrAijghxrqhk5SyXBPGTkNBx9cPzpJZGKJqKtr1LS5XggaJ9GWAPUWx4HmKVD3Ds6Fyhg4tw0hTVBSAcDthH0JY7M4XkTEJ71QjByRr62qLaJgk8ZjtFffW2i3/LvE6G3vNqoN/KBpg1/Yqx6k9HqrcyfBXESZZwIHTGsVMdvpLprsNQ0YsTWgkyRFEcjPCCdNO5rMt6ML2mqBOZEbQKZG12Tb5pF64DEqJ9I+IRGOXo7hsFcqSsegifHeqjKnANncZ1M9992DRVppomIbhL1M4Z0gtwJoJhKEml2BQaOJIXqUTTEsFEazqkWCPI5SjjHIjYB68PGMdLXdrFIyAEQkg6G2hbrkhJf2VrRmVJrqC1ixBpSgmLA4hIGy4ezTFjsdiJhJVZLa6AMjtrSlqiQ3yV01Q8wTEq4oo6B/xQzDi+sGffM+3Ki66E1171hOZC2pl1ecqps/qcsEQUuCEMsO37X1NBkBFzBlhKzyzN7C8QjEibjTn7v1gIQmQAuv9AJN6u+tWt2KsBWIYLz+ofL/yTJA5RWJLFbkHttLGBYDBjJs/+WNEESSEyVy2W2tlPtLlTGiGnU99zEb8LfBvvILt6OOyI6j7t/H/FmnhK5IiT450WUDkUoeMpwhBBYCnj/TUQ4EjezrUZ9twHTN4USwHWWZvRHs7M7Q5PO0qR35zmapTm6W9OapWndrWGzNGxKg2rr64hDy0hcKwEpPHjURq67ZwqlRKZIJDrv68X4bQjt6FLado65ZwK92C933mnjpFn3t+vNw53Vg3eTrrzgvfReeRue7+15B95Hr+Ude5H3szJXWawsVS+qX6pfq99uXB9UJpoXXmFUv/8CXXJbYg==</latexit>
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hard factor and 
matching coefficients

ingredients in perturbative 
Sudakov form factor

Order in powers of αS

Accuracy H and C K and γF γK PDF and αS evol.
LL 0 - 1 -

NLL 0 1 2 LO 
NLL’ 1 1 2 NLO 
NNLL 1 2 3 NLO
NNLL’ 2 2 3 NNLO 
N3LL 2 3 4 NNLO
N3LL’ 3 3 4 N3LO

order α3 matching coeff. only available since last year 
Lou, Yang, Zhu, Zhu, arXiv:2012.03256 
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V. Bertone’s talk at LHC EW WG General Meeting, Dec 2019 
https://indico.cern.ch/event/849342/

Perturbative convergence
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Framework HERMES COMPASS DY Z 
production N of points χ2/Npoints

Pavia 2017 
arXiv:1703.10157 NLL ✔ ✔ ✔ ✔ 8059 1.55

SV 2017 
arXiv:1706.01473 NNLLʹ ✘ ✘ ✔ ✔ 309 1.23

BSV 2019 
arXiv:1902.08474 NNLLʹ ✘ ✘ ✔ ✔ 457 1.17

SV 2019 
arXiv:1912.06532 NNLLʹ ✔ ✔ ✔ ✔ 1039 1.06

Pavia 2019 
arXiv:1912.07550 N3LL ✘ ✘ ✔ ✔ 353 1.02

http://arxiv.org/abs/arXiv:1703.10157
http://arxiv.org/abs/arXiv:1912.07550
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Total number of data points: 8059 

Total χ2/dof = 1.55 

Q2 > 1.4 GeV2

0.2 < z < 0.7

PhT , qT < Min[0.2 Q, 0.7 Qz] + 0.5 GeV
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8000 data points

Nanga Parbat, Kashmir, 8126 m

The TMD “eight-thousander” fit
Nanga Parbat, Kashmir, 8126 m
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Total number of data points: 8059 

Total χ2/dof = 1.55 

Q2 > 1.4 GeV2

0.2 < z < 0.7

PhT , qT < Min[0.2 Q, 0.7 Qz] + 0.5 GeV
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We consider the sensitivity of our results to the parameterizations adopted for the
collinear quark PDFs. The χ2/d.o.f. varies from its original value 1.51, obtained with the
NLO GJR 2008 parametrization [62], to 1.84 using NLO MSTW 2008 [98], and 1.85 using
NLO CJ12 [99]. In both cases, the agreement with Hermes and Z boson data is not
affected significanlty, the agreement with Compass data becomes slightly worse, and the
agreement with DY data becomes clearly worse.

An extremely important point is the choice of kinematic cuts. Our default choices
are listed in tables 1–4. We consider also more stringent kinematic cuts on SIDIS data:
Q2 > 1.5GeV2 and 0.25 < z < 0.6 instead of Q2 > 1.4GeV2 and 0.2 < z < 0.7, leaving
the other ones unchanged. The number of bins with these cuts reduces from 8059 to 5679
and the χ2/d.o.f. decreases to the value 1.23. In addition, if we replace the constraint
PhT < Min[0.2Q, 0.7Qz] + 0.5GeV with PhT < Min[0.2Q, 0.5Qz] + 0.3GeV, the number
of bins reduces to 3380 and the χ2/d.o.f. decreases further to 0.96. By adopting the even
stricter cut PhT < 0.2Qz, the number of bins drops to only 477, with a χ2/d.o.f. =1.02. We
can conclude that our fit, obtained by fitting data in an extended kinematic region, where
TMD factorization may be questioned, works extremely well also in a narrower region,
where TMD factorization is expected to be under control.

5 Conclusions

In this work we demonstrated for the first time that it is possible to perform a simultaneous
fit of unpolarized TMD PDFs and FFs to data of SIDIS, Drell-Yan and Z boson production
at small transverse momentum collected by different experiments. This constitutes the
first attempt towards a global fit of fa

1 (x, k
2
⊥) and Da→h

1 (z, P 2
⊥) in the context of TMD

factorization and with the implementation of TMD evolution at NLL accuracy.
We extracted unpolarized TMDs using 8059 data points with 11 free parameters using

a replica methodology. We selected data with Q2 > 1.4GeV2 and 0.2 < z < 0.7. We
restricted our fit to the small transverse momentum region, selecting the maximum value
of transverse momentum on the basis of phenomenological considerations (see section 3).
With these choices, we included regions where TMD factorization could be questioned,
but we checked that our results describe very well the regions where TMD factorization is
supposed to hold. The average χ2/d.o.f. is 1.55 ± 0.05 and can be improved up to 1.02
restricting the kinematic cuts, without changing the parameters (see section 4.3). Most of
the discrepancies between experimental data and theory comes from the normalization and
not from the transverse momentum shape.

Our fit is performed assuming that the intrinsic transverse momentum dependence of
TMD PDFs and FFs can be parametrized by a normalized linear combination of a Gaussian
and a weighted Gaussian. We considered that the widths of the Gaussians depend on the
longitudinal momenta. We neglected a possible flavor dependence. For the nonperturbative
component of TMD evolution, we adopted the choice most often used in the literature (see
section 2.3).

We plan to release grids of the parametrizations studied in this work via TMDlib [100]
to facilitate phenomenological studies for present and future experiments.
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We consider the sensitivity of our results to the parameterizations adopted for the
collinear quark PDFs. The χ2/d.o.f. varies from its original value 1.51, obtained with the
NLO GJR 2008 parametrization [62], to 1.84 using NLO MSTW 2008 [98], and 1.85 using
NLO CJ12 [99]. In both cases, the agreement with Hermes and Z boson data is not
affected significanlty, the agreement with Compass data becomes slightly worse, and the
agreement with DY data becomes clearly worse.

An extremely important point is the choice of kinematic cuts. Our default choices
are listed in tables 1–4. We consider also more stringent kinematic cuts on SIDIS data:
Q2 > 1.5GeV2 and 0.25 < z < 0.6 instead of Q2 > 1.4GeV2 and 0.2 < z < 0.7, leaving
the other ones unchanged. The number of bins with these cuts reduces from 8059 to 5679
and the χ2/d.o.f. decreases to the value 1.23. In addition, if we replace the constraint
PhT < Min[0.2Q, 0.7Qz] + 0.5GeV with PhT < Min[0.2Q, 0.5Qz] + 0.3GeV, the number
of bins reduces to 3380 and the χ2/d.o.f. decreases further to 0.96. By adopting the even
stricter cut PhT < 0.2Qz, the number of bins drops to only 477, with a χ2/d.o.f. =1.02. We
can conclude that our fit, obtained by fitting data in an extended kinematic region, where
TMD factorization may be questioned, works extremely well also in a narrower region,
where TMD factorization is expected to be under control.

5 Conclusions

In this work we demonstrated for the first time that it is possible to perform a simultaneous
fit of unpolarized TMD PDFs and FFs to data of SIDIS, Drell-Yan and Z boson production
at small transverse momentum collected by different experiments. This constitutes the
first attempt towards a global fit of fa
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⊥) and Da→h

1 (z, P 2
⊥) in the context of TMD

factorization and with the implementation of TMD evolution at NLL accuracy.
We extracted unpolarized TMDs using 8059 data points with 11 free parameters using

a replica methodology. We selected data with Q2 > 1.4GeV2 and 0.2 < z < 0.7. We
restricted our fit to the small transverse momentum region, selecting the maximum value
of transverse momentum on the basis of phenomenological considerations (see section 3).
With these choices, we included regions where TMD factorization could be questioned,
but we checked that our results describe very well the regions where TMD factorization is
supposed to hold. The average χ2/d.o.f. is 1.55 ± 0.05 and can be improved up to 1.02
restricting the kinematic cuts, without changing the parameters (see section 4.3). Most of
the discrepancies between experimental data and theory comes from the normalization and
not from the transverse momentum shape.

Our fit is performed assuming that the intrinsic transverse momentum dependence of
TMD PDFs and FFs can be parametrized by a normalized linear combination of a Gaussian
and a weighted Gaussian. We considered that the widths of the Gaussians depend on the
longitudinal momenta. We neglected a possible flavor dependence. For the nonperturbative
component of TMD evolution, we adopted the choice most often used in the literature (see
section 2.3).

We plan to release grids of the parametrizations studied in this work via TMDlib [100]
to facilitate phenomenological studies for present and future experiments.
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expression in bT space plot in k⊥ space

• Guassian + weighted Gaussian 

• nontrivial x dependence 

• no flavor dependence
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TMD Frag. Func.

11 free parameters

http://arxiv.org/abs/arXiv:1703.10157
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Figure 4. Comparison between experimental data and theoretical predictions obtained at N3LL
accuracy for a representative subset of the datasets included in this analysis. The upper panel of
each plot displays the absolute qT distributions, while the lower panel displays the same distributions
normalised to the experimental central values. The blue bands represent the 1-� uncertainty of the
theoretical predictions.

parameter �, that measures the relative weight of Gaussian and q-Gaussian in Eq. (2.39), is
close to 0.5 indicating that these contributions weigh approximately the same. Concerning
the values of the parameters g2 and g2B associated to the non-perturbative contribution to
TMD evolution, we find that the coefficient g2B of the quartic term is small but significantly
different from zero. This seems to suggest that higher-power corrections to the commonly
assumed quadratic term g2 may be required by the data.

Further insight concerning the appropriateness of the functional form in Eqs. (2.39)-

Eqs. (2.39)-(2.40) as they are not a direct result of any of our fits.
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Data selection: qT/Q < 0.2

Number of data points: 353 
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Figure 4. Comparison between experimental data and theoretical predictions obtained at N3LL
accuracy for a representative subset of the datasets included in this analysis. The upper panel of
each plot displays the absolute qT distributions, while the lower panel displays the same distributions
normalised to the experimental central values. The blue bands represent the 1-� uncertainty of the
theoretical predictions.

parameter �, that measures the relative weight of Gaussian and q-Gaussian in Eq. (2.39), is
close to 0.5 indicating that these contributions weigh approximately the same. Concerning
the values of the parameters g2 and g2B associated to the non-perturbative contribution to
TMD evolution, we find that the coefficient g2B of the quartic term is small but significantly
different from zero. This seems to suggest that higher-power corrections to the commonly
assumed quadratic term g2 may be required by the data.

Further insight concerning the appropriateness of the functional form in Eqs. (2.39)-

Eqs. (2.39)-(2.40) as they are not a direct result of any of our fits.
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Bacchetta, Bertone, Bissolotti, Bozzi, Delcarro, Piacenza, Radici, arXiv:1912.07550

Data selection: qT/Q < 0.2

Number of data points: 353 
Global χ2/dof = 1.02 
 

Pavia19: first DY fit at N3LL,  
exactly reproduces normalization

http://arxiv.org/abs/arXiv:1912.07550
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The TMD “Sugarloaf” fit

Pão de Açucar (Sugarloaf Mountain), Brasil, 396 m
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with µb⇤ ⌘ µb(b⇤(bT )). The dependence on µ evidently cancels in the ratio. In addition,
for large values of bT µb⇤ saturates to some minimal value while µb becomes increasingly
small. As a consequence of this departure between µb⇤ and µb, as well as between

p
⇣ and

µb, the exponential in Eq. (2.37) tends to be suppressed, and so does fNP. Conversely, as
bT becomes small b⇤ approaches bmin. Using the definition in Eq. (2.33), it follows that µb⇤

saturates to Q while µb becomes larger and larger. In this limit, we have [51]

fNP �!
bT!0

1 + O
✓

1

Qp

◆
, (2.38)

where p is some positive number. Since TMD factorisation applies to leading-power in
qT /Q, we can neglect the power suppressed contribution such that fNP ! 1 for bT ! 0.
It is important to stress that the separation between perturbative and non-perturbative
components of a TMD is arbitrary and depends on the particular choice of b⇤ (or in general
on the prescription used to regularise the Landau pole). For any given choice, only the
combination in Eq. (2.36) is meaningful, and it is misleading to refer to fNP as to the
non-perturbative part of TMDs in a universal sense.

Following the requirements discussed above, we parameterise fNP as

fNP(x, bT , ⇣) =

"
1 � �

1 + g1(x)
b2T
4

+ � exp

✓
�g1B(x)

b2T
4

◆#

⇥ exp


�
�
g2 + g2Bb2T

�
ln

✓
⇣

Q2
0

◆
b2T
4

�
,

(2.39)

with Q0 = 1 GeV and with the g1(x) and g1B(x) functions given by

g1(x) =
N1

x�
exp


� 1

2�2
ln2

⇣x

↵

⌘�
,

g1B(x) =
N1B

x�B
exp


� 1

2�2
B

ln2

✓
x

↵B

◆�
.

(2.40)

There are a total of 9 free parameters (�, g2, g2B, N1, �, ↵, N1B, �B, ↵B) to be determined
from data.

Apart from the logarithmic dependence on ⇣, the functional form (2.39) is motivated by
empirical considerations. The first line parameterises the “intrinsic” TMD non-perturbative
contribution and it only depends on x and bT . The second line accounts for the non-
perturbative correction to the perturbative evolution. Therefore, it only depends on bT (on
top of the known dependence on ⇣).

The intrinsic contribution is a combination of a q-Gaussian (or Tsallis) distribution
(first term) and a standard Gaussian distribution (second term). The q-Gaussian has a
larger tail than the standard Gaussian, meaning that it gives a bigger contribution to the
TMD at small transverse momentum. We found that this combination is able to reproduce
the behaviour at very small qT of the experimental distributions from the lowest to the
highest energies considered in our analysis.
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• q-Guassian + Gaussian 

• nontrivial x dependence 

• no flavor dependence 

• non-Gaussian nonperturbative TMD evolution

expression in bT space

Parameter Value
g2 0.036 ± 0.009
N1 0.625 ± 0.282
↵ 0.205 ± 0.010
� 0.370 ± 0.063
� 0.580 ± 0.092

N1B 0.044 ± 0.012
↵B 0.069 ± 0.009
�B 0.356 ± 0.075
g2B 0.012 ± 0.003

Table 5. Average and standard deviation over the Monte Carlo replicas of the free parameters
fitted to the data and graphical representation of the correlation matrix.

(2.40) can be gathered by looking at the statistical correlations between parameters. In
the right panel of Tab. 5, we show a graphical representation of the correlation matrix of
the fitted parameters. The first observation is that (off-diagonal) correlations are generally
not very large. There is however one exception, i.e. the parameters � and � seem to
be strongly anti-correlated. This may indicate that the interplay between q-Gaussian and
Gaussian may be significantly x dependent. We leave a deeper study of this feature to a
future publication.
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Figure 5. The TMD of the down quark at µ =
p

⇣ = Q = 2 GeV (left plot) and 10 GeV (right
plot) as a function of the partonic transverse momentum k? for three different values of x. The
bands give the 1-� uncertainty.

To conclude this section, in Fig. 5 we show the down-quark TMD at µ =
p

⇣ = Q =

2 GeV (left plot) and 10 GeV (right plot) as a function of the partonic transverse momentum
k? for x = 0.001, 0.1, 0.3. The 1-� uncertainty bands are also shown. As expected, TMDs
are suppressed as k? grows and the suppression becomes relatively stronger as Q increases.

– 23 –

plot in k⊥ space

9 free parameters
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with µb⇤ ⌘ µb(b⇤(bT )). The dependence on µ evidently cancels in the ratio. In addition,
for large values of bT µb⇤ saturates to some minimal value while µb becomes increasingly
small. As a consequence of this departure between µb⇤ and µb, as well as between

p
⇣ and

µb, the exponential in Eq. (2.37) tends to be suppressed, and so does fNP. Conversely, as
bT becomes small b⇤ approaches bmin. Using the definition in Eq. (2.33), it follows that µb⇤

saturates to Q while µb becomes larger and larger. In this limit, we have [51]

fNP �!
bT!0

1 + O
✓

1

Qp

◆
, (2.38)

where p is some positive number. Since TMD factorisation applies to leading-power in
qT /Q, we can neglect the power suppressed contribution such that fNP ! 1 for bT ! 0.
It is important to stress that the separation between perturbative and non-perturbative
components of a TMD is arbitrary and depends on the particular choice of b⇤ (or in general
on the prescription used to regularise the Landau pole). For any given choice, only the
combination in Eq. (2.36) is meaningful, and it is misleading to refer to fNP as to the
non-perturbative part of TMDs in a universal sense.

Following the requirements discussed above, we parameterise fNP as

fNP(x, bT , ⇣) =

"
1 � �

1 + g1(x)
b2T
4

+ � exp

✓
�g1B(x)

b2T
4

◆#

⇥ exp


�
�
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(2.39)

with Q0 = 1 GeV and with the g1(x) and g1B(x) functions given by

g1(x) =
N1

x�
exp


� 1

2�2
ln2

⇣x

↵

⌘�
,

g1B(x) =
N1B

x�B
exp


� 1

2�2
B

ln2

✓
x

↵B

◆�
.

(2.40)

There are a total of 9 free parameters (�, g2, g2B, N1, �, ↵, N1B, �B, ↵B) to be determined
from data.

Apart from the logarithmic dependence on ⇣, the functional form (2.39) is motivated by
empirical considerations. The first line parameterises the “intrinsic” TMD non-perturbative
contribution and it only depends on x and bT . The second line accounts for the non-
perturbative correction to the perturbative evolution. Therefore, it only depends on bT (on
top of the known dependence on ⇣).

The intrinsic contribution is a combination of a q-Gaussian (or Tsallis) distribution
(first term) and a standard Gaussian distribution (second term). The q-Gaussian has a
larger tail than the standard Gaussian, meaning that it gives a bigger contribution to the
TMD at small transverse momentum. We found that this combination is able to reproduce
the behaviour at very small qT of the experimental distributions from the lowest to the
highest energies considered in our analysis.
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from the presence of components of the quark wave function with angular momentum
L = 1 [67–71]. Similar features occur in models of fragmentation functions [38, 67, 72].

The Gaussian width of the TMD distributions may depend on the parton flavor
a [23, 38, 73]. In the present analysis, however, we assume they are flavor independent.
The justification for this choice is that most of the data we are considering are not suffi-
ciently sensitive to flavor differences, leading to unclear results. We will devote attention
to this issue in further studies.

Finally, we assume that the Gaussian width of the TMD depends on the fractional
longitudinal momentum x according to

g1(x) = N1
(1− x)α xσ

(1− x̂)α x̂σ
, (2.38)

where α, σ, and N1 ≡ g1(x̂) with x̂ = 0.1, are free parameters. Similarly, for fragmentation
functions we have

g3,4(z) = N3,4
(zβ + δ) (1− z)γ

(ẑβ + δ) (1− ẑ)γ
, (2.39)

where β, γ, δ, and N3,4 ≡ g3,4(ẑ) with ẑ = 0.5 are free parameters.
The average transverse momentum squared for the distributions in eq. (2.36) and (2.37)

can be computed analytically:

〈
k2
⊥
〉
(x) =

g1(x) + 2λg21(x)

1 + λg1(x)
,

〈
P 2
⊥
〉
(z) =

g23(z) + 2λF g34(z)

g3(z) + λF g24(z)
. (2.40)

3 Data analysis

The main goals of our work are to extract information about intrinsic transverse momenta,
to study the evolution of TMD parton distributions and fragmentation functions over a large
enough range of energy, and to test their universality among different processes. To achieve
this we included measurements taken from SIDIS, Drell-Yan and Z boson production from
different experimental collaborations at different energy scales. In this section we describe
the data sets considered for each process and the applied kinematic cuts.

Table 1 refers to the data sets for SIDIS off proton target (Hermes experiment) and
presents their kinematic ranges. The same holds for table 2, table 3, table 4 for SIDIS
off deuteron (Hermes and Compass experiments), Drell-Yan events at low energy and
Z boson production respectively. If not specified otherwise, the theoretical formulas are
computed at the average values of the kinematic variables in each bin.

3.1 Semi-inclusive DIS data

The SIDIS data are taken from Hermes [74] and Compass [75] experiments. Both data
sets have already been analyzed in previous works, e.g., refs. [23, 76], however they have
never been fitted together, including also the contributions deriving from TMD evolution.

The application of the TMD formalism to SIDIS depends on the capability of identifying
the current fragmentation region. This task has been recently discussed in ref. [39], where
the authors point out a possible overlap among different fragmentation regions when the

– 10 –
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https://github.com/MapCollaboration/NangaParbat
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4. Low transverse momentum: phenomenology
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Figure 4.2: Comparison of the new COMPASS data [80] for SIDIS multiplicities, (4.3), to predic-
tions obtained with the TMD functions extracted from other data in [25]. In this figure: negative
hadron production o� a deuteron target.
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Figure 4.2: Comparison of the new COMPASS data [80] for SIDIS multiplicities, (4.3), to predic-
tions obtained with the TMD functions extracted from other data in [25]. In this figure: negative
hadron production o� a deuteron target.
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Figure 4.2: Comparison of the new COMPASS data [80] for SIDIS multiplicities, (4.3), to predic-
tions obtained with the TMD functions extracted from other data in [25]. In this figure: negative
hadron production o� a deuteron target.
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Figure 4.2: Comparison of the new COMPASS data [80] for SIDIS multiplicities, (4.3), to predic-
tions obtained with the TMD functions extracted from other data in [25]. In this figure: negative
hadron production o� a deuteron target.

54

Analysis of revised SIDIS data 
from COMPASS

[ Phys.Rev. D97 (2018) no.3, 032006 ]

PRD97 (18)

Comparing the PV17 extraction 
with the new COMPASS data, 
without normalization factors, at 
NLL the agreement is very good 

from F. Piacenza’s PhD thesis

Going to NLL’ or NNLL  
the situation worsens! 

H = 1NLL

H = 1 +
CF

π ( − 4 +
π2

12 ) αS ≈ 1 − 0.4NLL’
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New predictions (JAM18) @ NLO (DDS)

26 / 28
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My personal opinion is that we should be less strict

Gonzalez-Hernandez, Rogers, Sato, Wang arXiv:1808.04396

a strict application of the qT < Q requirement  
leaves very little room for TMD physics

http://arxiv.org/abs/arXiv:1808.04396
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qT ≤ 0.2 Q qT =
Ph⊥

z
Q = 10 GeV

ρ
Pρ⊥ = 1 GeV

zρ = 0.5

Pπ⊥ = 0.7 GeV

zπ = 0.1
π

π

ρ in TMD region

decay π NOT in 
TMD region?

Harut’s observation
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Transverse-momentum-dependent Multiplicities of Charged Hadrons in Muon- . . . 13
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Fig. 10: Upper panels: Multiplicities of positively (full squares) and negatively (full circles) charged hadrons as a
function of P2

hT in four z bins at hQ2i = 9.78 (GeV/c)2 and hxi = 0.149. Lower panels: Ratio of multiplicities of
positively and negatively charged hadron. Only statistical uncertainties are shown.

It seems that the same “physics” is dominating at least for 
 GeV,  

which means  GeV in the lowest-z bin

0 ≤ PhT ≤ 0.7
0 ≤ qT ≤ 2.8

⟨Q⟩ = 3.1 GeV

 
COMPASS Collab., arXiv:1709.07374 

http://arxiv.org/abs/arXiv:1709.07374
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Perturbative approach:  
TMD region = where the log 
divergence of the fixed-order 
calculation dominates 
(resummation is required)

Nonperturbative approach: 
TMD region = where either 
the log divergence OR the 
nonperturbative 
contributions dominate

TMD region (ideal situation)

⟨Q2⟩ = 4 GeV2

Fixed order

Log divergent
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qT
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Perturbative approach:  
TMD region = where the log 
divergence of the fixed-order 
calculation dominates 
(resummation is required)

Nonperturbative approach: 
TMD region = where either 
the log divergence OR the 
nonperturbative 
contributions dominate

⟨Q2⟩ = 4 GeV2

TMD region?

Nonperturbative
Fixed order
Full

Log divergent
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0.01
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GENERAL CONSIDERATIONS

➤ Simple Gaussians are not sufficient 

➤ Nontrivial x-dependence is required 

➤ At least NLL should be used 

➤ A study with unpolarized TMDs without the above characteristics 
is an exploration or toy model, not an extraction 

➤ No flavor dependence is needed for the moment (note however 
that some flavor dependence is already generated by the 
collinear PDFs) 

➤ The identification of the region of applicability of the TMD 
formalism is still an open issue
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Figure B.6: COMPASS 2017 Sivers asymmetries from SIDIS o↵ a proton target (NH3) with production of positive hadrons h+, presented as
function of x, z, PhT and divided in four di↵erent Q2 bins. Only the x-dependent projections have been included in the fit.
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Figure B.6: COMPASS 2017 Sivers asymmetries from SIDIS o↵ a proton target (NH3) with production of positive hadrons h+, presented as
function of x, z, PhT and divided in four di↵erent Q2 bins. Only the x-dependent projections have been included in the fit.
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Bacchetta, Delcarro, Pisano, Radici, arXiv:2004.14278

Since the x, z, and PhT 
projections come from the same 
dataset and are strongly 
correlated, we consider  

only the x projection

Considering all three projections 
independently, leads to an 
artificial underestimate of the 
uncertainties

https://arxiv.org/abs/2004.14278


2ND IMPORTANT POINT: CONSISTENCY WITH UNPOLARIZED TMDS

37

where Tn(x) are Chebyshev polynomials of order n, and f1 are collinear parton densities consistently taken from the
same set used in the Pavia17 fit [25]. The flavor-dependent factor Ga

max is introduced to guarantee the positivity bound
of the Sivers function of Eq. (6) [26] 3. The free parameters NSiv (varying only between �1 and 1), ↵, �, A, B are
di↵erent for up, down, and sea quarks. The total number of free parameters is 17.

To compute the Sivers function at a generic scale Q2, we apply TMD evolution at NLL. This is more conveniently
written in bT space and leads to

ef?(1)a
1T (x, b2

T ; Q2) = eS (µ2
b,Q

2) egK (bT ) ln(Q2/Q2
0) f?(1)a

1T (x; µ2
b) ef?(1)a

1TNP (x, b2
T ) , (9)

where µb is a scale proportional to 1/bT . With our prescriptions, we always have Q0  µb  Q. At the initial scale Q0
(where µb = Q0), the exponentials reduce to unity and the above equation indeed corresponds to the derivative of the
Fourier transform of Eq. (6). For the transverse moment f?(1)

1T , we apply the same evolution as the collinear PDF f1
using the HOPPET code [27]. This is an approximation of the full evolution [28], but we checked that modifying this
part of the evolution does not lead to significant changes. Much more relevant for TMD evolution are the Sudakov
form factor S and the function gK(bT ): they are present also in the unpolarized TMD function f1 and are again taken
from the Pavia17 fit. Without this information, it would not be possible to reliably calculate the Sivers function at the
experimental scales.

We fix the free parameters of our functional form by fitting experimental data for single transverse-spin asymme-
tries [6]

Asin(�h��S )
UT (x, z, P2

hT ,Q
2) ⇡

Fsin(�h��S )
UT,T

FUU,T
. (10)

An accurate extraction requires the inclusion of asymmetry measurements taken by di↵erent experimental collabora-
tions, covering di↵erent ranges of kinematic variables, using di↵erent type of targets and final-state hadrons. In our fit
we include measurements published by the HERMES [29], COMPASS [30, 31] and JLab collaborations [32]. Usually, the
asymmetries are presented as projections of the same dataset in x, z, and PhT . To avoid fully correlated measurements,
we fit only the x projection because it has a direct impact on the x-dependence of the first transverse moment f?(1)

1T
of the Sivers function. We select data by applying the same criteria used for the unpolarized TMD fit, i.e., Q2 > 1.4
GeV2, 0.20 < z < 0.74 and PhT < min[0.2Q, 0.7Qz]+0.5 GeV. With these kinematic cuts, we have a total of 118 data
points: 30 from HERMES, 82 from COMPASS (32 from the 2009 analysis, and 50 from the 2017 analysis), and 6 from
JLab.

Similarly to our previous Pavia17 extraction and to other studies of parton densities [33, 34, 35], we perform the
fit using the bootstrap method. The method consists in creatingM di↵erent replicas of the original data by randomly
shifting them with a Gaussian noise with the same variance as the experimental measurement. Each replica represents
the possible outcome of an independent measurement. We then fit each replica separately and we obtain a vector of
M results for each free parameter. The numberM is fixed by accurately reproducing the mean and standard deviation
of the original data points. In our case, it turns outM = 200, which is also consistent with our Pavia17 fit [1].

The maximal information about our results is given by the full ensemble of 200 replicas, combined with the
corresponding unpolarized TMD replicas. To report our results in a concise way, we adopt the following choice:
for any result (�2 values, parameter values, resulting distribution functions) we quote intervals containing 68% of the
replicas, obtained by excluding the upper 16% and lower 16% values. These intervals correspond to the 1� confidence
level only if the observable’s values follow a Gaussian distribution, which is not true in general. When it is not possible
to draw uncertainty bands, we report the results obtained using replica 105, which was selected as a representative
replica, since its parameters are closer to the average ones both in the unpolarized and polarized case.

We obtain an excellent agreement between the experimental measurements and our theoretical prediction, with an
overall value of �2/d.o.f.= 1.08 ± 0.06 (total �2 = 110 ± 6). Our parametrization is able to describe very well the
COMPASS 2009 data set (32 points with �2 = 28.3 ± 3.1), the COMPASS 2017 data set (50 points with �2 = 29.3 ± 4.9),
and the JLab data set (6 points with �2 = 3.8± 0.5). The agreement with the HERMES data set is worse (30 points with
�2 = 49.8± 4.8). We checked that the largest contribution to the �2 comes from the subset of data with K� in the final

3The full expression of the positivity bound involves also the TMD g1T , which is unknown at present. Here, we used a relaxed version where
the modulus of g1T is set to zero [26].

3

̂f⊥(1)a
1T (x, b2

T; Q2) = eS(μ2
b ,Q2) egK(bT)ln(Q2/Q2

0)f⊥(1)a
1T (x; μ2

b) ̂f⊥(1)a
1TNP(x, b2

T)

̂f a
1(x, b2

T; Q2) = eS(μ2
b ,Q2) egK(bT)ln(Q2/Q2

0) f a
1(x; μ2

b) ̂f a
1NP(x, b2

T)

this ingredient is the same and must 
be fixed by unpolarized TMD studies

NLL analysis



CAVEAT: EVOLUTION OF COLLINEAR PART
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̂f⊥(1)a
1T (x, b2

T; Q2) = eS(μ2
b ,Q2) egK(bT)ln(Q2/Q2

0)f⊥(1)a
1T (x; μ2

b) ̂f⊥(1)a
1TNP(x, b2

T)

NLL analysis

The evolution of  is nontrivial and no exact solutions are 

available. 
We applied the same evolution as . This is an approximation that 
does not affect much the results if the range of Q is small.

f⊥(1)
1T (x)

f1
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f⊥
1TNP(x, k2

T) =
(1 + λS k2

T) e−k2
T /M2

1

Kπ (M2
1 + λSM4

1)
f1NP(x, k2

T)

f⊥(1)a
1T (x; Q2

0) =
Na

Siv

Ga
max

xαa(1 − x)βa[1 + Aa T1(x) + Ba T2(x)] f a
1(x; Q2

0)

Why did we choose such a form?

5 parameters for up, down, sea +2  
= 17 free parameters



DETOUR: POSITIVITY BOUNDS
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kT

M
f⊥
1T(x, k2

T) ≤ f1(x, k2
T)

Analogous to 

These bounds are essential 
- to interpret the PDFs as probability densities 
- to guarantee that cross sections are never negative 

f1(x) ≥ 0 g1(x) ≤ f1(x) h1(x) ≤
1
2 (f1(x) + g1(x))

for any value of x and kT



THE SIMPLEST EXAMPLE
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dσ ∝ ∑
q

e2
q[(f q

1 (x))2 − (gq
1 (x))2]

y = 0 ⇒ xA = xB =
Q

s

If I have a region where 

   and |gu+ū
1 | > f u+ū

1 |gd+d̄
1 | > f d+d̄

1

the cross section will become negative

Proton-antiproton Drell-Yan at fixed rapidity



stay
always  
positive

Be like a cross section
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M1 �S ↵d ↵u ↵s
All replicas 0.81 ± 0.35 �0.50 ± 0.73 1.13 ± 0.98 0.16 ± 0.16 1.61 ± 1.52
Replica 105 0.78 �0.42 0.42 0.12 0.32

�d �u �s Ad Au As
All replicas 5.64 ± 4.32 1.47 ± 1.41 4.64 ± 4.55 0.79 ± 8.63 �0.98 ± 3.10 �0.68 ± 6.83
Replica 105 9.70 0.86 0.20 �0.88 �0.08 �1.52

Bd Bu Bs Nd
Siv Nu

Siv Ns
Siv

All replicas 2.05 ± 5.01 2.35 ± 4.57 0.29 ± 3.32 �4.89 ⇥ 10�6 ± 1.00 �0.07 ± 0.50 0.02 ± 0.64
Replica 105 0.98 1.49 0.89 �1.00 0.29 0.44

Table B.1: Values of the best fit parameters for the Sivers distribution. Upper rows contain the central 68% confidence intervals obtained by 200
replicas. Lower rows refer to the best fit parameters obtained from replica 105.

In Tab. B.1 we give the value of the parameters obtained from our fit. For each one, we quote the central 68%
of the 200 replica values (by quoting the average ± the semi-di↵erence of the upper and lower limits). Parameters of
replica 105, used for the multidimensional plots, are also given.
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Figure B.3: The first transverse moment of the Sivers function, x f?(1)
1T , as a function of x calculated for the up, down and sea quarks at the scale

Q2 = 4 GeV2. The plots show all the 200 replicas obtained from the fit. For each value of x, the uncertainty bands contain the central 68% of the
replicas.
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Q= 2GeV



3D STRUCTURE IN MOMENTUM SPACE

45Figure 2: The density distribution ⇢a
p"

of an unpolarized quark with flavor a in a proton polarized along the +y direction and moving towards the

reader, as a function of (kx, ky) at Q2 = 4 GeV2. Left panels for the up quark, right panels for the down quark. Upper panels for results at x = 0.1,
lower panels at x = 0.01. For each panel, lower ancillary plots represent the 68% uncertainty band of the distribution at ky = 0 (where the e↵ect
of the distortion due to the Sivers function is maximal) while left ancillary plots at kx = 0 (where the distribution is the same as for an unpolarized
proton). Results in the contour plots and the solid lines in the projections correspond to replica 105.

towards the reader and is polarized along the +y direction. Since the up Sivers function is negative, the induced
distortion is positive along the +x direction for the up quark (left panels), and opposite for the down quark (right
panels).

At x = 0.1 the distortion due to the Sivers e↵ect is evident, since we are close to the maximum value of the
function shown in Fig. 1. The distortion is opposite for up and down quarks, reflecting the opposite sign of the
Sivers function. It is more pronounced for down quarks, because the Sivers function is larger and at the same time
the unpolarized TMD is smaller. At lower values of x, the distortion disappears. These plots suggest that a virtual
photon hitting a transversely polarized proton e↵ectively “sees” more up quarks to its right and more down quarks
to its left in momentum space. The peak positions are approximately (kx)max ⇡ 0.1 GeV for up quarks and �0.15
GeV for down quarks. To have a feeling of the order of magnitude of this distortion, we can estimate the expression
eq/(kx)max ⇡ 2⇥10�34C⇥m ⇡ 0.6⇥10�4 debye, which is about 3⇥10�5 times the electric dipole of a water molecule.

The existence of this distortion requires two ingredients. First of all, the wavefunction describing quarks inside the
proton must have a component with nonvanishing angular momentum. Secondly, e↵ects due to final state interactions
should be present [37], which in Feynman gauge can be described as the exchange of Coulomb gluons between the
quark and the rest of the proton [38]. In simplified models [39], it is possible to separate these two ingredients and
obtain an estimate of the angular momentum carried by each quark [40]. It turns out that up quarks give almost
50% contribution to the proton’s spin, while all other quarks and antiquarks give less than 10% [14]. We will leave
this model-dependent study to a future publication. A model-independent estimate of quark angular momentum
requires the determination of parton distributions that depend simultaneously on momentum and position [41, 42].

5

Bacchetta, Delcarro, Pisano, Radici, arXiv:2004.14278

Q= 2GeV

https://arxiv.org/abs/2004.14278
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Figure 1: The first transverse moment x f?(1)
1T of the Sivers TMD as a function of x for the up (upper panel) and down quark (lower panel). Solid

band: the 68% confidence interval obtained in this work at Q2 = 4 GeV2. Hatched bands from PV11 [14], EIKV [16], TC18 [17] and at di↵erent
Q2 as indicated in the figure.

level only if the observable’s values follow a Gaussian distribution, which is not true in general. When it is not possible
to draw uncertainty bands, we report the results obtained using replica 105, which was selected as a representative
replica, since its parameters are closer to the average ones both in the unpolarized and polarized case.

We obtain an excellent agreement between the experimental measurements and our theoretical prediction, with an
overall value of �2/d.o.f.= 1.08 ± 0.06 (total �2 = 110 ± 6). Our parametrization is able to describe very well the
COMPASS 2009 data set (32 points with �2 = 28.3 ± 3.1), the COMPASS 2017 data set (50 points with �2 = 29.3 ± 4.9),
and the JLab data set (6 points with �2 = 3.8± 0.5). The agreement with the HERMES data set is worse (30 points with
�2 = 49.8± 4.8). We checked that the largest contribution to the �2 comes from the subset of data with K� in the final
state [36]. Our predictions well describe also the z and PhT distributions, even if those projections of the data were
not included in the fit. (More information about the fit procedure, the best-fit parameters and the agreement with data
can be found in App. Appendix B.)

In Fig. 1, we show the first transverse moment x f?(1)
1T (Eq. (5), multiplied by x) as a function of x at Q0 =

2 GeV2 for the up (upper panel) and down quark (lower panel). We compare our results (solid band) with other
parametrizations available in the literature [14, 16, 17] (hatched bands, as indicated in the figure). In agreement with
previous studies, the distribution for the up quark is negative, while for the down quark is positive and both have a
similar magnitude. The Sivers function for sea quarks is very small and compatible with zero.

In general, the result of a fit is biased whenever a specific fitting functional form is chosen at the initial scale. In
our case, we tried to reduce this bias by adopting a flexible functional form, as it is evident particularly in Eq. (8).
Nevertheless, we stress that our extraction is still a↵ected by this bias and extrapolations outside the range where data
exist (0.01 . x . 0.3) should be taken with due care. At variance with other studies, in the denominator of the
asymmetry in Eq. (10) we are using unpolarized TMDs that were extracted from data in our previous Pavia17 fit, with
their own uncertainties. Therefore, our uncertainty bands in Fig. 1 represent the most realistic estimate that we can
currently make on the statistical error of the Sivers function.

In Fig. 2, we show the density distribution ⇢a
p" of unpolarized quarks in a transversely polarized proton defined in

Eq. (1), at x = 0.1 (upper panels) and x = 0.01 (lower panels) and at the scale Q2 = 4 GeV2. The proton is moving

4

Without RHIC W & Z data 

Bacchetta, Delcarro,  
Pisano, Radici, arXiv:2004.14278

Echevarria, Kang, Terry, 
arXiv:2009.10710

https://arxiv.org/abs/2004.14278
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WHAT ABOUT THE COMPARISON WITH DRELL-YAN?
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Sivers function SIDIS = − Sivers function Drell-Yan
Collins, PLB 536 (02)

First measurement of transverse-spin-dependent azimuthal asymmetries . . . 5
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Fig. 5: Extracted Drell-Yan TSAs related to Sivers, transversity and pretzelosity TMD PDFs (top to
bottom). Error bars represent statistical uncertainties. Systematic uncertainties (not shown) are 0.7 times
the statistical ones.
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values from this measurement is available on HepData [37]. The last column in Fig. 5 shows the results
for the three extracted TSAs integrated over the entire kinematic range. The average Sivers asymmetry
AsinjS

T is found to be above zero at about one standard deviation of the total uncertainty. In Fig. 6, it
is compared with recent theoretical predictions from Refs. [19, 20, 21] that are based on different Q2-
evolution approaches. The positive sign of these theoretical predictions for the DY Sivers asymmetry was
obtained by using the sign-change hypothesis for the Sivers TMD PDFs, and the numerical values are
based on a fit of SIDIS data for the Sivers TSA [9, 11, 12]. The figure shows that this first measurement
of the DY Sivers asymmetry is consistent with the predicted change of sign for the Sivers function.

The average value for the TSA Asin(2jCS�jS)
T is measured to be below zero with a significance of about

two standard deviations. The obtained magnitude of the asymmetry is in agreement with the model
calculations of Ref. [38] and can be used to study the universality of the nucleon transversity function.
The TSA Asin(2jCS+jS)

T , which is related to the nucleon pretzelosity TMD PDFs, is measured to be above
zero with a significance of about one standard deviation. Since both Asin(2jCS�jS)

T and Asin(2jCS+jS)
T are

related to the pion Boer-Mulders PDFs, the obtained results may be used to study this function further and
to possibly determine its sign. They may also be used to test the sign change of the nucleon Boer-Mulders
TMD PDFs between SIDIS and DY as predicted by QCD [6, 7, 8], when combined with other past and
future SIDIS and DY data related to target-spin-independent Boer-Mulders asymmetries [39, 40, 41].
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Roughly speaking, the contribution to χ2 of these data is about 14 
for 7 data points.  
This would change the total χ2/dof to something like 1.15.
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FIG. 10. JLab measurement of the Sivers asymmetry for a neu-
tron target [45] as a function of xB . The central curve as well as
the uncertainty band are generated using the result from fit 1.

FIG. 11. COMPASS Drell-Yan measurement for ⇡�-p collision [46] as a function of q?, Q, xF , xN , and x⇡ from left to right.
The central curve as well as the uncertainty band are generated using the result from fit 1 in Tab. I.

-0.3 0.0 0.3

�0.5

0.0

0.5

A
N

integrated q� � [0.5, 10] GeV

W�

-0.3 0.0 0.3

W+

-0.3 0.0 0.3

Z

RHIC

y
2.5 5.0 7.5

�0.5

0.0

0.5

A
N

integrated y � [�1, 1]

W�

2.5 5.0 7.5

W+

RHIC

q�(GeV)

FIG. 12. Prediction for the Sivers asymmetry for p+p ! W/Z at
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S = 500 GeV [47] using the result of fit 1 in Tab. I. We plot

only the central curve from fit 1 here since the size of the uncertainty band is small for this prediction. Left: The y dependent
data integrated in q? from 0.5 to 10 GeV. Right: The q? dependent data integrated in y from �1 to 1.

times smaller in magnitude than the valence quarks, and
are both positive. For the s-quark, we find that the mag-
nitude is approximately 5 times smaller than the valence
quarks in magnitude and is negative. Finally for the s̄-
quark, we find that the magnitude is very small and that
the sign is not well determined in this fit.

In Figs. 8, 9, and 10, we plot our theoretical curves
against the SIDIS data. Fig. 8 is for COMPASS deuteron

target (left panel) and for HERMES proton target (right
panel), and for both pions and kaons. Fig. 9 is for charged
hadrons from COMPASS proton target. Fig. 10 is for
pion production on a neutron target from JLab. Fi-
nally in Fig. 11 we plot theoretical curves against the
COMPASS Drell-Yan lepton pair data in ⇡

� + p colli-

sions. We plot the asymmetry A
sin(�q��s)

UT as a function
of transverse momentum q?, invariant mass Q, Feynman
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Collab Ref Process Qavg Ndata �2/Ndata

COMPASS

[44]

ld ! lK0X 2.52 7 0.770
ld ! lK�X 2.80 11 1.325
ld ! lK+X 1.73 13 0.749
ld ! l⇡�X 2.50 11 0.719
ld ! l⇡+X 1.69 12 0.578

[43]
lp ! lh�X 4.02 31 1.055
lp ! lh+X 3.93 34 0.898

[46] ⇡�p ! �⇤X 5.34 15 0.658

HERMES [41]

lp ! lK�X 1.70 14 0.376
lp ! lK+X 1.73 14 1.339
lp ! l⇡0X 1.76 13 0.997

lp ! l(⇡+ � ⇡�)X 1.73 15 1.252
lp ! l⇡�X 1.67 14 1.498
lp ! l⇡+X 1.69 14 1.697

JLAB [45]
lN ! l⇡+X 1.41 4 0.508
lN ! l⇡�X 1.69 4 1.048

RHIC [47]
pp ! W+X MW 8 2.189
pp ! W�X MW 8 1.684
pp ! Z0X MZ 1 3.270

Total 226 0.989

TABLE III. The distribution of experimental after taking the
kinematic cuts q?/Q < 0.75, Ph? < 1 GeV, and z < 0.7. The
column Qavg gives the average hard scale for the measured
data set. On the right column, we have included the �2/Ndata

for each set of data from the extraction in fit 1. The RHIC
data was not included into the fit. Here we give the �2/Ndata

for the prediction.

xF = x⇡ � xN , momentum fraction xN in the proton
target, and momentum fraction x⇡ in the pion target,
respectively. The experimental data along with the total
experimental uncertainties are plotted in red. The blue
curves is the theory curves from the fit with no noise. The
uncertainty band in grey is generated from the stored
values of the asymmetry for each of the replicas. For
each data point, the maximum and minimum value of the
asymmetry within the middles 68% are used to generate
these error bars. As it is indicated already in Tab. III
and as it is evident from the figures, the agreement be-
tween our theory and SIDIS and Drell-Yan data is very
good, although to a less degree with the Drell-Yan data
because of the much larger experimental uncertainty.

In Fig. 12, we plot the prediction for the RHIC data
in p+ p collisions at

p
S = 500 GeV using the extracted

Sivers function from this fit. In the left panel, we plot
the Sivers asymmetry AN as a function of rapidity for
W

� (left), W
+ (middle), and Z

0 (right), respectively.
We integrate vector boson transverse momentum over
0.5 < q? < 10 GeV. On the right panel, we plot AN

as a function of q? while we integrate over the rapidity
|y| < 1. We find that the asymmetry for W/Z for the
central fit is at most 2%, which is more than an order
of magnitude smaller than the central values recorded at
RHIC. This leads to a �2

/Ndata of 2.015 for the prediction
for RHIC, as shown in Tab. III. Even if one considering
the very large error bars in the RHIC data, this compar-
ison seems to indicate some tension between our theory

and the RHIC data.

B. Impact of the RHIC data

In this section, we study the impact of the RHIC data
to the fit. One possible issue which may be arising in
the description of the RHIC data is that while there are
a large number of experimental data at small Q, there
are much less data at RHIC energies. In order to access
the impact of the RHIC data, it is therefore convenient
to follow the work in [77] to introduce a weighting factor
to the calculation of the �

2. Thus in this section, the
expression for the �

2 is given by

�
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We also define the Ndata for this weighted fit as

Ndata = N + !NR . (66)

The first term of Eq. (65), the sum is performed over all
data in the previous section, i.e., all the SIDIS data plus
COMPASS Drell-Yan data. In the second term, the sum
is performed only over the RHIC data. In this second
expression, ! is the weighting factor. In order to em-
phasize the contributions of the RHIC data, we choose
! = N/NR = 226/17 so that the RHIC data and the rest
of the experimental data sets are equally weighed in the
calculation of the �

2. Furthermore, in order to perform
the DGLAP evolution of the Qiu-Sterman function, we
take ⌘ = NC .
Using this definition of the �

2, we perform a fit to the
selected data. In Tab. IV, we provide the distribution
of the �

2 for this fit. With the addition of the weight-
ing factor, we find that the �

2
/Ndata = 1.888 for the

RHIC is quite large while for the low energy data the
�
2
/Ndata = 0.996. This result indicates that the issue

with describing the RHIC data is not that the high en-
ergy data has a small number of data points. Rather,
it indicates that when using our theoretical assumptions,
these sets of data disagree on the properties of the Sivers
function.
In order to access which one of our theoretical assump-

tions is responsible for the large �2 of the RHIC data, we
have performed several tests. Firstly, we have checked
whether the quality of the description of the RHIC data
was due to the cut on q?/Q. In order to check if quality
of the fit is due to the value of this cut, we have per-
formed an additional fit with the cut q?/Q < 0.5. We
find that this change leads to a �

2
/Ndata is 1.885 for the

RHIC data. While it would be preferable to perform an
fit with q?/Q < 0.25, we note that there is not enough
data in this region to constrain the parameters of the fit.
Because there is no strong improvement in the descrip-
tion of the RHIC data after applying the q?/Q < 0.5, we
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for each set of data from the extraction in fit 1. The RHIC
data was not included into the fit. Here we give the �2/Ndata

for the prediction.

xF = x⇡ � xN , momentum fraction xN in the proton
target, and momentum fraction x⇡ in the pion target,
respectively. The experimental data along with the total
experimental uncertainties are plotted in red. The blue
curves is the theory curves from the fit with no noise. The
uncertainty band in grey is generated from the stored
values of the asymmetry for each of the replicas. For
each data point, the maximum and minimum value of the
asymmetry within the middles 68% are used to generate
these error bars. As it is indicated already in Tab. III
and as it is evident from the figures, the agreement be-
tween our theory and SIDIS and Drell-Yan data is very
good, although to a less degree with the Drell-Yan data
because of the much larger experimental uncertainty.

In Fig. 12, we plot the prediction for the RHIC data
in p+ p collisions at

p
S = 500 GeV using the extracted

Sivers function from this fit. In the left panel, we plot
the Sivers asymmetry AN as a function of rapidity for
W

� (left), W
+ (middle), and Z
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We integrate vector boson transverse momentum over
0.5 < q? < 10 GeV. On the right panel, we plot AN

as a function of q? while we integrate over the rapidity
|y| < 1. We find that the asymmetry for W/Z for the
central fit is at most 2%, which is more than an order
of magnitude smaller than the central values recorded at
RHIC. This leads to a �2

/Ndata of 2.015 for the prediction
for RHIC, as shown in Tab. III. Even if one considering
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ison seems to indicate some tension between our theory
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In this section, we study the impact of the RHIC data
to the fit. One possible issue which may be arising in
the description of the RHIC data is that while there are
a large number of experimental data at small Q, there
are much less data at RHIC energies. In order to access
the impact of the RHIC data, it is therefore convenient
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We also define the Ndata for this weighted fit as

Ndata = N + !NR . (66)

The first term of Eq. (65), the sum is performed over all
data in the previous section, i.e., all the SIDIS data plus
COMPASS Drell-Yan data. In the second term, the sum
is performed only over the RHIC data. In this second
expression, ! is the weighting factor. In order to em-
phasize the contributions of the RHIC data, we choose
! = N/NR = 226/17 so that the RHIC data and the rest
of the experimental data sets are equally weighed in the
calculation of the �

2. Furthermore, in order to perform
the DGLAP evolution of the Qiu-Sterman function, we
take ⌘ = NC .
Using this definition of the �

2, we perform a fit to the
selected data. In Tab. IV, we provide the distribution
of the �

2 for this fit. With the addition of the weight-
ing factor, we find that the �
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/Ndata = 1.888 for the

RHIC is quite large while for the low energy data the
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/Ndata = 0.996. This result indicates that the issue

with describing the RHIC data is not that the high en-
ergy data has a small number of data points. Rather,
it indicates that when using our theoretical assumptions,
these sets of data disagree on the properties of the Sivers
function.
In order to access which one of our theoretical assump-

tions is responsible for the large �2 of the RHIC data, we
have performed several tests. Firstly, we have checked
whether the quality of the description of the RHIC data
was due to the cut on q?/Q. In order to check if quality
of the fit is due to the value of this cut, we have per-
formed an additional fit with the cut q?/Q < 0.5. We
find that this change leads to a �

2
/Ndata is 1.885 for the

RHIC data. While it would be preferable to perform an
fit with q?/Q < 0.25, we note that there is not enough
data in this region to constrain the parameters of the fit.
Because there is no strong improvement in the descrip-
tion of the RHIC data after applying the q?/Q < 0.5, we
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uncertainty band in grey is generated from the stored
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each data point, the maximum and minimum value of the
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and as it is evident from the figures, the agreement be-
tween our theory and SIDIS and Drell-Yan data is very
good, although to a less degree with the Drell-Yan data
because of the much larger experimental uncertainty.
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it indicates that when using our theoretical assumptions,
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whether the quality of the description of the RHIC data
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of the fit is due to the value of this cut, we have per-
formed an additional fit with the cut q?/Q < 0.5. We
find that this change leads to a �
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tween our theory and SIDIS and Drell-Yan data is very
good, although to a less degree with the Drell-Yan data
because of the much larger experimental uncertainty.

In Fig. 12, we plot the prediction for the RHIC data
in p+ p collisions at

p
S = 500 GeV using the extracted

Sivers function from this fit. In the left panel, we plot
the Sivers asymmetry AN as a function of rapidity for
W

� (left), W
+ (middle), and Z

0 (right), respectively.
We integrate vector boson transverse momentum over
0.5 < q? < 10 GeV. On the right panel, we plot AN

as a function of q? while we integrate over the rapidity
|y| < 1. We find that the asymmetry for W/Z for the
central fit is at most 2%, which is more than an order
of magnitude smaller than the central values recorded at
RHIC. This leads to a �2

/Ndata of 2.015 for the prediction
for RHIC, as shown in Tab. III. Even if one considering
the very large error bars in the RHIC data, this compar-
ison seems to indicate some tension between our theory

and the RHIC data.

B. Impact of the RHIC data

In this section, we study the impact of the RHIC data
to the fit. One possible issue which may be arising in
the description of the RHIC data is that while there are
a large number of experimental data at small Q, there
are much less data at RHIC energies. In order to access
the impact of the RHIC data, it is therefore convenient
to follow the work in [77] to introduce a weighting factor
to the calculation of the �

2. Thus in this section, the
expression for the �

2 is given by

�
2 ({a}) =

NX

i=1

(Ti ({a}) � Ei)

�E
2

i

+ !

NRX

i=1

(Ti ({a}) � Ei)

�E
2

i

.

(65)

We also define the Ndata for this weighted fit as

Ndata = N + !NR . (66)

The first term of Eq. (65), the sum is performed over all
data in the previous section, i.e., all the SIDIS data plus
COMPASS Drell-Yan data. In the second term, the sum
is performed only over the RHIC data. In this second
expression, ! is the weighting factor. In order to em-
phasize the contributions of the RHIC data, we choose
! = N/NR = 226/17 so that the RHIC data and the rest
of the experimental data sets are equally weighed in the
calculation of the �

2. Furthermore, in order to perform
the DGLAP evolution of the Qiu-Sterman function, we
take ⌘ = NC .
Using this definition of the �

2, we perform a fit to the
selected data. In Tab. IV, we provide the distribution
of the �

2 for this fit. With the addition of the weight-
ing factor, we find that the �

2
/Ndata = 1.888 for the

RHIC is quite large while for the low energy data the
�
2
/Ndata = 0.996. This result indicates that the issue

with describing the RHIC data is not that the high en-
ergy data has a small number of data points. Rather,
it indicates that when using our theoretical assumptions,
these sets of data disagree on the properties of the Sivers
function.
In order to access which one of our theoretical assump-

tions is responsible for the large �2 of the RHIC data, we
have performed several tests. Firstly, we have checked
whether the quality of the description of the RHIC data
was due to the cut on q?/Q. In order to check if quality
of the fit is due to the value of this cut, we have per-
formed an additional fit with the cut q?/Q < 0.5. We
find that this change leads to a �

2
/Ndata is 1.885 for the

RHIC data. While it would be preferable to perform an
fit with q?/Q < 0.25, we note that there is not enough
data in this region to constrain the parameters of the fit.
Because there is no strong improvement in the descrip-
tion of the RHIC data after applying the q?/Q < 0.5, we
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Figure 1: The first transverse moment x f?(1)
1T of the Sivers TMD as a function of x for the up (upper panel) and down quark (lower panel). Solid

band: the 68% confidence interval obtained in this work at Q2 = 4 GeV2. Hatched bands from PV11 [14], EIKV [16], TC18 [17] and at di↵erent
Q2 as indicated in the figure.

level only if the observable’s values follow a Gaussian distribution, which is not true in general. When it is not possible
to draw uncertainty bands, we report the results obtained using replica 105, which was selected as a representative
replica, since its parameters are closer to the average ones both in the unpolarized and polarized case.

We obtain an excellent agreement between the experimental measurements and our theoretical prediction, with an
overall value of �2/d.o.f.= 1.08 ± 0.06 (total �2 = 110 ± 6). Our parametrization is able to describe very well the
COMPASS 2009 data set (32 points with �2 = 28.3 ± 3.1), the COMPASS 2017 data set (50 points with �2 = 29.3 ± 4.9),
and the JLab data set (6 points with �2 = 3.8± 0.5). The agreement with the HERMES data set is worse (30 points with
�2 = 49.8± 4.8). We checked that the largest contribution to the �2 comes from the subset of data with K� in the final
state [36]. Our predictions well describe also the z and PhT distributions, even if those projections of the data were
not included in the fit. (More information about the fit procedure, the best-fit parameters and the agreement with data
can be found in App. Appendix B.)

In Fig. 1, we show the first transverse moment x f?(1)
1T (Eq. (5), multiplied by x) as a function of x at Q0 =

2 GeV2 for the up (upper panel) and down quark (lower panel). We compare our results (solid band) with other
parametrizations available in the literature [14, 16, 17] (hatched bands, as indicated in the figure). In agreement with
previous studies, the distribution for the up quark is negative, while for the down quark is positive and both have a
similar magnitude. The Sivers function for sea quarks is very small and compatible with zero.

In general, the result of a fit is biased whenever a specific fitting functional form is chosen at the initial scale. In
our case, we tried to reduce this bias by adopting a flexible functional form, as it is evident particularly in Eq. (8).
Nevertheless, we stress that our extraction is still a↵ected by this bias and extrapolations outside the range where data
exist (0.01 . x . 0.3) should be taken with due care. At variance with other studies, in the denominator of the
asymmetry in Eq. (10) we are using unpolarized TMDs that were extracted from data in our previous Pavia17 fit, with
their own uncertainties. Therefore, our uncertainty bands in Fig. 1 represent the most realistic estimate that we can
currently make on the statistical error of the Sivers function.

In Fig. 2, we show the density distribution ⇢a
p" of unpolarized quarks in a transversely polarized proton defined in

Eq. (1), at x = 0.1 (upper panels) and x = 0.01 (lower panels) and at the scale Q2 = 4 GeV2. The proton is moving

4

Without RHIC W & Z data With RHIC W & Z data 

Bacchetta, Delcarro,  
Pisano, Radici, arXiv:2004.14278

Echevarria, Kang, Terry, 
arXiv:2009.10710

https://arxiv.org/abs/2004.14278
https://arxiv.org/abs/2009.10710


CONCLUSIONS

➤ We performed a state-of-the-art extraction of the Sivers function 
from SIDIS data 

➤ Our extraction of the Sivers function is not well compatible with 
STAR Drell-Yan data. We are including the data in an updated fit, 
but we don’t think they’ll have a significant effect. 

➤ If data require a large violation of positivity bounds, it means 
that there is something wrong with the theoretical analysis
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lidity of the W -term approximation does not end at a
sharp point in qT, and thus a smooth function character-
izes general physical expectations. A reasonable choice
is

Ξ

(

qT
Q

, η

)

= exp

[

−

(

qT
ηQ

)aΞ
]

, (39)

with aΞ > 2.
The only differences between the old and new W -term

are: i) the use of bc(bT) rather than bT in W̃ , and ii) the
multiplication by Ξ(qT/Q, η). (The second modification
was proposed by Collins in Ref. [4, Eq. (13.75)]. There Ξ
is called F (qT/Q).) Equation (38) matches the standard
definition in the limit that C5 and η approach infinity.
Finally, we will present a fully optimized formula for

WNew(qT, Q; η, C5) corresponding to the one for the orig-
inal W (qT, Q) in Eq. (35).
But first it will be convenient to construct some auxil-

iary results.
Naturally, b∗ is to be replaced by

b∗(bc(bT)) =

√

b2T + b20/(C
2
5Q

2)

1 + b2T/b
2
max + b20/(C

2
5Q

2b2max)
. (40)

Also we define

bmin ≡ b∗(bc(0)) =
b0

C5Q

√

1

1 + b20/(C
2
5Q

2b2max)
. (41)

Then, for large enough Q and bmax

bmin ≈
b0

C5Q
. (42)

Thus, bmin decreases like 1/Q, in contrast to bmax which
remains fixed. Note also that

b∗(bc(bT)) −→











bmin bT % bmin

bT bmin % bT % bmax

bmax bT & bmax .

(43)

For bT % 1/Q, b∗(bc(bT)) ≈ b∗(bT). Instead of µb∗ , we
will ultimately use the scale

µ̄ ≡
C1

b∗(bc(bT))
(44)

to implement renormalization group improvement in
TMD correlation functions. There is a maximum cut-
off on the renormalization scale equal to

µc ≡ lim
bT→0

µ̄ =
C1C5Q

b0

√

1 +
b20

C2
5 b

2
maxQ

2
≈

C1C5Q

b0
.

(45)
The approximation sign corresponds to the limit of large
Qbmax. Note that,

bminµc = C1 . (46)

The steps for finding a useful formula for the evolved WNew(qT, Q; η, C5) are as follows. Equation (32) becomes

WNew(qT, Q; η, C5) = Ξ

(

qT
Q

, η

)
∫

d2bT
(2π)2

eiqT·bTW̃NP(bc(bT), Q)W̃ (b∗(bc(bT)), Q) . (47)

Now the definition of W̃ (bT, Q) is unchanged, and only the bT → bc(bT) replacement is new. Therefore instead of
Eq. (35) we simply need

W̃ (bc(bT), Q) = H(µQ, Q)
∑

j′i′

∫ 1

xA

dx̂

x̂
C̃pdf

j/j′ (xA/x̂, b∗(bc(bT)); µ̄
2, µ̄,αs(µ̄))fj′/A(x̂; µ̄)×

×

∫ 1

zB

dẑ

ẑ3
C̃ff

i′/j(zB/ẑ, b∗(bc(bT)); µ̄
2, µ̄,αs(µ̄))dB/i′ (ẑ; µ̄)×

× exp

{

ln
Q2

µ̄2
K̃(b∗(bc(bT)); µ̄) +

∫ µQ

µ̄

dµ′

µ′

[

2γ(αs(µ
′); 1)− ln

Q2

µ′2
γK(αs(µ

′))

]}

× exp

{

−gA(xA, bc(bT); bmax)− gB(zB, bc(bT); bmax)− 2gK(bc(bT); bmax) ln

(

Q

Q0

)}

. (48)

This is the same as Eq. (35) except that b∗(bc(bT)) and µ̄ = C1/b∗(bc(bT)) are used instead of b∗(bT) and
µb∗ = C1/b∗(bT). Note that gK(bc(bT); bmax) depends on Q through bc, albeit only for bT ! 1/Q. For bT & 1/Q,
gK(bc(bT); bmax) → gK(bT; bmax). Also, gK(bc(bT); bmax) does not vanish exactly as bT → 0 but instead approaches a
power of 1/Q.
Up to this point, we have introduced two new parameters, η and C5, in the treatment of the W -term.
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Collins et al. 
arXiv:1605.00671 

see, e.g., Bozzi, Catani, De Florian, Grazzini  
hep-ph/0302104 

• The justification is to recover the integrated result (“unitarity constraint”) 

• Modification at low bT is allowed because resummed calculation is anyway 
unreliable there 

http://www.arxiv.org/abs/1605.00671
http://arxiv.org/abs/hep-ph/0302104
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µb = 2e��E /b⇤ b̄⇤ ⌘ bmax

 
1� e�b4T /b4max

1� e�b4T /b4min

!1/4

bmax = 2e��E

bmin =
2e��E

Q

µ0 = 1GeV

These are all choices that should be at some point checked/challenged
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1 (x, bT ;µ
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i
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1

�
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S̃(b⇤;µb,µ)egK(bT ) ln µ
µ0 f̂q

NP(x, bT )
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No significant effect at high Q, but large effect at low Q  
(inhibits perturbative contribution)


