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Artificial Intelligence and Machine Learning
● AI Town Hall for JLab ENP+CST on Aug. 8, 2020

○ 24 projects presented: https://docs.google.com/spreadsheets/d/1bAsHq4Zp4pTUMqwUn3600jT3fUrFGIhN5EdCJqn2fr8/edit?usp=sharing

○ Most are current projects, a few recent, and a few planned
○ Broad categories:

■ Detector Design
■ Monitoring
■ Triggering
■ Charged Particle Tracking
■ PID
■ Simulation
■ plus a few more ...

● AI Lunch series
○ Every Wednesday at noon: https://www.jlab.org/AI/lunch_series/2020
○ Internal and external speakers
○ Problem of the Quarter: https://www.jlab.org/AI/quarterly_problem (with prizes!)
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from Cristiano Fanelli

Bayesian Optimization with AI to 
find optimal design parameters 
for dual radiator RICH in an 
N-dimensional space



Hydra
A.I. Data Quality monitoring

● Traditionally, scientists working shifts must frequently scan 
dozens of plots to ensure the quality of incoming data

● Plots are themselves just pictures. A.I.’s are now very good at 
classifying pictures.

● This is applied A.I. since it uses models already designed for 
image classification such as Google’s Inception_v3 network

● Between 93 and 99% accurate when compared to expert 
labeling

○ Has found mislabeling by human experts indicating an 
irreducible error that is expert dependent

● Currently capable of analyzing an image in under 200ms
○ This equates to a throughput in excess of 10,000 images 

a day when running. (far more than a human)A portion of the 
real-time web 
dashboard of Hydra 
inference
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• developed and deployed an online machine learning system 
in CEBAF to automatically classify C100 cavity faults

• avoids time-intensive labeling from subject matter experts
• results are useful for:

Post-Run Analysis
use aggregate statistics for data-driven guidance for maintenance and/or upgrade activities
Post-Fault Analysis
provides critical feedback to control room operators

• system provided feedback to subject matter experts (SME) in the summer 2020 physics run

• online visualization tools 
communicate ML results 
clearly and concisely to 
operators and SMEs

• 3-year FOA awarded to 
extend work to address 
other SRF challenges



Project Goals

● Adjust detector controls in near-real time to 
reduce or eliminate need for offline 
calibration

● Stabilize the GlueX CDC gain to within 5% 
over a 2 week period with no measurable 
degradation of the timing resolution.

● Reduce time to process data and therefore 
to  publication by 3-6 months

David Lawrence - JLab  PI
Thomas Britton - JLab  Co-PI
Naomi Jarvis - CMU Co-PI
New hires: 1 Post-doc and 1 Computer Scientist 

Experimental Detector Control/Calibration with A.I.

Lab20_2261 grant 
awarded for $0.81M
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Available Hardware at JLab

Documentation:
https://scicomp.jlab.org/docs/Access_GPUs
https://scicomp.jlab.org/docs/farm_slurm_gpu_jobs

3x 2019 nodes, each with 4 Nvidia Titan RTX 2080 GPUs
● 5k cores
● 24GB

These are available in the SciComp farm, but you must 
use slurm to login or submit jobs.

salloc --gres gpu:TitanRTX:2 --partition gpu --nodes 1 --time=12:00:00 --mem=24GB
srun --pty bash

get interactive session with 2 GPUS

● Some additional funding has been 
allotted for more GPUs this year from 
ENP

● Details being worked out an exactly 
what to buy 
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Jefferson Lab Key-Cloak 2-Factor
Use Google Authenticator app on your phone (n.b. this is different from the MobilePass app!)

JupyterHub https://jupyterhub.jlab.org/
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JupyterHub
● Notebooks are run on a scicomp node that 

is allocated when it is “spawned”

● Edits are automatically saved so work is not 
lost when farm job expires

● Notebooks are saved as .ipynb files in your 
home directory and can be copied or 
backed up for safe keeping

● Currently can’t allocate on node with GPU, 
but that is being worked on

● Really good for interactive or developing 
scripts. 

● Better off exporting to regular python script 
if you want to run batch type job or with 
GPU

https://jupyterhub.jlab.org/

● Only Python supported at the moment

● Can run with your own virtual environment 
and pip install any packages you want
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Github will render 
notebooks displaying 
the results from when 
you ran them.
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● AI Activity and resources are 
growing at JLab

○ GPUs
○ Jupyterhub

● A few big projects and several 
smaller projects related to 
experimental program

○ Detector Design
○ Reconstruction
○ Triggering
○ Monitoring
○ Controls
○ …

● If help needed, reach out to 
EPSCI group

Summary

kishan@jlab.org
davidl@jlab.org
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