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This talk

Scope is experimental nuclear and particle physics in the BNL physics department
Caveat:

o Selective and incomplete

o  With more of an emphasis on software

e Nonetheless, still too many slides :-) (but about 20 fewer than last year! ;-)

o  Will talk over them rather than deeply into them

o With apologies, some in supplementary, especially more steady state activities
No time for background on the experiments, will assume they are familiar

e Oultline...
o  Computing facilities: SDCC
Software: NPPS
NP experiments
HEP experiments
Al/ML
Plans and priorities

o O O O O
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e New B725 data center became operational in 2021

o Part of BNL core revitalization project
e Main Data Hall for storage and compute resources

o Can support 478 racks with up to 9.6 MW of IT load
e |Initially supports 188 rack positions in the Main Data Hall

o 158 rack positions with 2.4 MW of power/cooling are available
since late FY21, expected to get 35 racks populated by the end of 2021

o 30 high density rack positions with 900 kW of power/cooling are to become available later in
FY22

o 1.2 MW of diesel generator backup power, to be increased to 2.4 MW before the end of CY21
e Dedicated Network Room hosting all the central network equipment fully deployed

e Dedicated Tape Room capable of supporting up to six 8-frame IBM TS4500 libraries
o 2x 8-frame IBM TS 4500 libraries installed e

/
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SDCC’s new Main Data Hall
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Distributed and Central Disk Storage

More than 75 PB data served on distributed disk storage managed by dCache and XRootD
Major 2021 updates
e sPHENIX dCache now in production, as for ATLAS, PHENIX, Belle Il, and DUNE
e ATLAS and DUNE dCache now running latest golden release with auth token
capabilities (ready for SciToken testing, etc.)
e dCache v7.3 testbed deployed for data Quality of Service (QoS) development/testing
e STAR XRootD write capability enabled on central storage portion

16 PB, > 2 billion files now accessible on centralized GPFS and Lustre file systems
Major 2021 updates

e Deployed major GPFS update motivated by security vulnerabilities
e Lustre footprint expansion to 7 PB (v2.12.7)

e Deployed new MinlO S3 endpoints for EIC and Center for Functional Nanomaterials

dCQcheorg » @ XRootD W& MINIO
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Tape Storage (HPSS)

More than 180 PB now stored on tape at SDCC and managed by HPSS
Over 20 PB written, 175 PB read in 2021

In 2021:
e Major HPSS upgrade (v7.4 to 8.3) with new file grouping capabilities
e Installed two 10K-slot IBM TS4500 tape libraries, for ATLAS production in 2021
e New LTOS8 tape technology deployed for Lattice QCD group
o STAR and ATLAS moving to LTOS8 late 2021
o PHENIX and Archive will remain on LTOG6
e Soon TBD: final library configuration and tape technology for sPHENIX

A— e —
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Data Carousel and WLCG Tape Challenge

« SDCC continues to play a leading role in the ATLAS Data Carousel project, as well as

the 2021 WLCG Tape Challenge

 Close collaboration between SDCC and NPPS on data carousel

« Almost all ATLAS workflows (MC simulation, data reprocessing, derivation) run in Data
Carousel mode now. Effort continues to optimize utilization of tape resources.

 New HPSS features have been deployed at SDCC that will better group ATLAS files on tape (by

dataset) for better staging efficiency.

« WLCG Tape Challenge was conducted
this October, with all four LHC
experiments and WLCG Tier1 sites
participating. First of its kind.

*  Both ATLAS and BNL had a good run,
reaching the target ATLAS Run3 tape read
and write rates.

k? Brookhaven
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WLCG Network Data Challenge status

2021 target: 10% of HL-LHC in 2027 Transfer throughput for BNL (all activities)
and the highest rate for special
periods of Run-3 .20§1 Target: in/out traffic
Achieved in the last period: 20 Gb/s . \
: 50 Gb/s &
With 25 Gbls from CERN  20Gb/s™ ™ T

Out: 60 Gb/s
with 20 Gb/s to Tier1s S
40 Gb/s to Tier2s

The target has been reached with no special storage and network issues

< Brookhaven
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High Throughput Computing

SDCC operates ~2,000 compute nodes
providing ~80,000 logical cores

In 2021:

e Taking delivery of another seven racks
with 210 Supermicro Xeon Cascade
Lake servers (20K+ cores)

e Update of HTCondor batch to v9 with
new support for token authentication

e Actively evaluating RHELS8 and
RHELB8-based distributions including
Rocky Linux 8, due to discontinuation of
Scientific Linux and early end of life for
CentOS 8 at end of 2021

<) Brookhaven
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High Performance Computing

Currently supporting 5 HPC clusters. All allocations subject to approval.

Institutional Cluster (IC): 216 HP XL190r Gen9 nodes with EDR IB
Skylake Cluster: 64 Dell PowerEdge R640 nodes with EDR IB

KNL Cluster: 142 KOI S7200AP nodes with dual rail Omnipath Gen.1 interconnect
ML Cluster: 5 HP XL270d Gen10 nodes with EDR IB

NSLS2 Cluster: 30 Supermicro nodes with EDR IB

Evaluating test units for next generation institutional
cluster with the following specs:

« 2x Intel Xeon (Ice Lake)

- 512GB DDR4-3200

« HDR InfiniBand interconnect (200GbE)

« 2x Nvidia A100 (40GB and/or 80GB)

~ _ NSLS?2 Cluster
k' NBaEi?,gm?r\ggg T. Wenaus Dec 2021 10



Jupyter

e Jupyter service available at SDCC e
https://jupyter.sdcc.bnl.gov
o  Web browser-based interactive analysis ____ SDCCGJupgtendiub

o Interface for using our HPC and HTC resources
m Can run notebooks on dedicated VMs, and via
HTCondor or SLURM batch
m Dask extension enabled
o Externally available to all users with SDCC accounts

Jjupyterhub

o  Updated JupyterHub to v1.4 T S

o Experiments can maintain their own kernels

SDCC Jupyter Launcher
e =
WTC/Standard  HTCondorPool | IC/HPG Systems. i) .
Run a notebook on the IC Cluster + - s
Select Partition Select Account Qos aPy Runtime (min) ¢ i
o ) y
4 A A& A A &
Run a notebook on the IC Head Nodes | i
) Aun On Submit Nodes | B console
Seloct upytarLab Enwonment
® Default HPG | ﬁ ﬂ ﬁ ﬁ ﬁ
O CFN (}
@ None | Oth
e —
|
I
| B
| R
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https://jupyter.sdcc.bnl.gov

Cloud-based tools & services

e Overleaf LaTeX editor service added this year
o Available to collaborative activities with a BNL research program
o A BNL computer account or appointment is not required to obtain a license
o  More info at https://www.overleaf.com/org/bnl
e Jira
o SDCC holds licenses for NPP users for Atlassian_Jira Work Management (formerly Jira
Core) project & task management service

o Currently hosting 55 projects with 77 users T o e
& sbcc / Iftools °
o To request an account: RT-RACF-UserAccounts@bnl.gov —.
Py Gitea L‘mux:: ssssssssssssssssss

o Self-service git service with shared/private repo support
o  Wikis, issue tracking, continuous integration (Cl) hooks

vvvvvvvv
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©

Website Developments

©)
©)
©)

@)

o Cosmology & Astrophysics - in development [ . ...
o sPHENIX - sphenix.bnl.gov
o US ATLAS - in development tothe ot
o LuSEE at Night - in development .
GET STARTED
Brookhaven

SDCC website improvements include

Improved search results based on user requests and analytics
Remodelled site layout and navigation to improve user experience
Content improvements with better guidance on SDCC services

Sites currently being maintained and developed by the SDCC

Quantum Astronomy - quantastro.bnl.gov

National Laboratory T. Wenaus Dec 2021
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OKD (Kubernetes) at SDCC

e OKD provides a platform for container orchestration, similar to
Kubernetes (k8s)
o  Community-supported release of Openshift (
o Allows for simplified deployment of services via helm charts and
OpenShift templates The Community Distribution of Kubernetes
o Contains numerous security enhancements out of the box vs k8s that powers

m Users are never root by default

e Test/development OKD 4.7 cluster online at SDCC
o A number of VMs and two repurposed latest-generation farm
nodes
o  Currently only accessible from inside BNL
o Test users manage projects and service deployments from our
interactive compute nodes

e Production cluster hardware purchased for sPHENIX
o Expect delivery soon

k? Brookhaven
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REANA at SDCC

REANA testbed deployed at SDCC
A platform for reproducible scientific data analysis
o https://www.reanahub.io/
o Primarily being developed by CERN, currently V0.8.0

o May be an important part of future HEP analysis facilities

e Being used by a number of test users
o  Working with NPPS for PHENIX and PanDA use
o Modified to support PHENIX CVMFS access
o Used by PHENIX workshop attendees in June
e \Web interface currently accessible via SSH tunnel/SOCKS
proxy
e Working on tying accounts/auth to our LDAP/K5/IDP
e Can interface and submit container jobs to SLURM on the
institutional cluster
e We can provide instructions to anyone interested in trying it

k? Brookhaven
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Reproducible research data analysis platform
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https://www.reanahub.io/

ServiceX at SDCC

e ServiceX test deployment at SDCC
e Columnar data delivery and pre-processing service being
developed by IRIS-HEP, ATLAS, CMS
e May also be an important part of future HEP analysis facilities
e Deployed in our test OKD cluster
o Currently only available from within the SDCC network

Transformation Requests

. . . . ‘H-
o Contact us if you are interested in testing
e Working with developers to support OKD upstream

#!/usr/bin/env python3 JetPt

from func adl servicex import ServiceXSourceXAOD 0 36.319766
1 34.331914

dataset name = 2 16.590844

"mcl5 13TeV:mcl5 13TeV.361106.PowhegPythia8EvtGen AZNLOCTEQ6LL Zee\ 3 11.389335

.merge.DAOD STDM3.e3601 52576 s2132 r6630 r6264 p2363 tid05630052 00" 4 9.441805

src = ServiceXSourceXAOD (dataset name)
df = src \
.SelectMany ('lambda e: e.Jets ("AntiKt4EMTopoJdets") ') \

.Select('lambda j: j.pt()/1000.0") \

.AsPandasDF ('JetPt"') \

.value () Read/filter ATLAS xAOD into columnar pandas format
printf (df)

k? Brookhaven
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857133 6.211655
857134 47.653145
857135 32.738951
857136 6.260789
857137 5.394783

[11355980 rows x 1 columns]
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Nuclear and Particle Physics Software (NPPS) Group

The Nuclear and Particle Physics Software (NPPS) Group consolidates much (not all) of the NPP
software development in the Physics Department. See https://npps.bnl.gov

e Currently 23 NP and HEP members working on
o NP: EIC, PHENIX, sPHENIX, STAR
o HEP: ATLAS/HL-LHC, Belle Il, DESC, DUNE, Rubin Observatory, soon LUSEE at Night
e Group mandate and emphasis: cross-experiment common efforts across HEP and NP
e Shared personnel, expertise, software
e 15 group members are working on more than one experiment
e Many collaborations
o SDCC/CSI at BNL, WLCG (LHC), HSF, IRIS-HEP (NSF), HEP-CCE (DOE)
e Many BNL NP and HEP software activities beyond NPPS
o Inthe STAR, (s)PHENIX, EDG (neutrino physics), Omega (ATLAS), Cosmology &
astrophysics, theory and other groups

k? Brookhaven
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Electromagnetic Calorimeter

Write-ups

PHENIX Collaboration
Recent uploads

REANA - PHENIX Collaboration Use Cases

k? Brookhaven

National Laboratory

NIX: Data and analysis preservation (DAP)

Leveraging community (especially CERN) practices and tools

GitHub - Web development, code preservation, documents etc

o New GitHub/Jekyll site aggregates info from many sources

Zenodo - Document preservation service

o About 500 (so far) theses, publications, tutorials, ... collected, curated, tagged
with metadata/keywords

HEPData, OpenData - Research data preservation

o >50 HEPData entries now.

Docker - Capture and preserve the PHENIX software environment

o) PHENIX environment preserved as Docker images and packages deployed on
CVMFS

REANA - Platform to preserve reproducible analysis

o) Realistic elements of analyses have been run on the REANA platform

o Working on porting a complete analysis
o In the future, benefit from ATLAS work on PanDA/REANA integration

HEPData, REANA tutorials held during the PHENIX School in 2021

Maxim Potekhin
T. Wenaus Dec 2021 19



sPHENIX: ACTS tracking ats

e Great progress in developing ACTS based tracking,

now the OfﬁCial baseline | TPC cI:stering | | INTT Clustering | | MVTX Clustering |
° i i I imi TPC cluster cleani v
Meetln.g ta.rgets in re§olut|on, timing, memory [TPC clus 3rceafung| (AGT Tack sescing |
o still with room for improvement L TRC frack seeding |
Improved reco for realistically smeared event vertex R eReqatior
‘- v
e Improved capability for secondary track reco Remove duplicate
TPC d
Second mock data challenge over next few months s 2
. T Silicon-TPC tracklet
o aim for realistic reco for analyzers matching
- v
e Much remaining to do [ ACTStrackfit |
. T v
o integrate realistic TPC space charge [ Ghost track removal |
. . . . 2
distortions in standard simu/reco [ Final vertexing |
. . . 2
o implement iterative reco ACTS propagation to
4 vertex

much calibration, alignment work to do

¢ Brookhaven Joe Osborn, ORNL/NPPS
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PayloadlOV

PayloadList
LB GlobalTag id INTEGER

L] id INTEGER i LEess ayload_url  CHARACTER VARYING(255)
name CHARACTER VARYING(80) name TR RS ajor_i BIGINT

= created  TIMESTAMPE)WITHTIMEZONE |« P Uon I CIARNCES VAN < BIGINT
description CHARACTER VARYING(255) Seuted (IMESTAMFLG WISH TIME ZONE tion  CHARACTER VARYING(255)
updated  TIMESTAMP(6) WITH TIME ZONE Sodatad TUAESTAMPO WITH TIMEZONE « TIMESTAMP(6) WITH TIME ZONE
ssssss _id  BIGINT globaltagld  INTEGER 2 updated TIMESTAMP(6) WITH TIME ZONE
type_id BIGINT 2 payload type ki BIGINT Cad payload_list_id INTEGER 2

Evolved the Belle Il CDB we’ ibl
p » { ﬂ
GlobalTagType GlobalTagStatus PayloadType

for into experiment agnostic CDB o e « waw « an

name CHARACTER VARYING(80) name CHARACTER VARYING(80) name CHARACTER VARYING(80)
description CHARACTER VARYING(255) description CHARACTER VARYING(255) description CHARACTER VARYING(255)

[ ) Updated backend: Java Tomcat => Django eeeeee d  TIMESTAMPG) WITHTIMEZONE | |  create d  TIMESTAMP(6) WITH TIME ZONE created  TIMESTAMP(6) WITH TIME ZONE
e Streamlined schema based on global tags Get example

aggregating payloads with intervals of validity _ ‘ Dubbed the No Payload

e REST-like web service API, json format e DB (NPDB), IOV based

i : Contant.Type? sppiicationjson requests return payload
e Like the Belle || CDB, architecture follows (more i Iogations (URLS';’ r¥ot

closely) that of the HSF CDB white paper payloads themselves

"id": 8246
“name": "ARICHModuleTest"

e Implementing a C++ CDB library wrapping the Enables effective payload

name": "ARICHdata"

CDB interactions for use in the sPHENIX caching

"updated": '"2021-08-27T10:39:03.282180"

framework o4 Intelligent use of “pages” to
TR use cacheable queries

e Like the Belle Il CDB, collaborative with SDCC

“description!
“created": "2021-08-04T13:54:47.835407"

o NPPS software deployed on SDCC OKD

"id": 792659

[ ] For the future: bring the generic CDB to HSF “payload_url": "dbstore/ARICHModuleTest/dbstore_ARICHModuleTest_rev_3.root" Payload URL,

e major and minor IOVs

as a reference implementation? B R i snee

“created": "2021-08-27T710:39:03.741195" 9

~~ Brookhaven R. Mashinistov, D. Smirnov, P. Laycock
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https://github.com/bnlnpps/xpload
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Production Workflow

sPHENIX: Distributed computing

0. Event building + Calibrations (partly run in SPHENIX
counting house)

e sPHENIX has adopted PanDA & its ecosystem for workflow/workload e B ing 1200 inpuf streams, 1. outpdt
management, and Rucio for data management, both services to be " Trickirg Detectors

* Calorimeters

BNL SDCC based
e PanDA: new BNL service being implemented now with SDCC
o Replacing Oracle in the back end with PostgreSQL
e Rucio: SDCC is familiar with running Rucio services from Belle Il and
will run one for sSPHENIX

Calorimeter
15t pass tracking

2" pass tracking (time lag between 1%t and 2" pass)

a r BN

Particle Flow (combines tracks & calorimeter data)

6. Simulations on the Grid

o Leverage Rucio expertise in both NPPS and SDCC 1] =0 WL e
e sPHENIX will make use of PanDA’'s new support for workflows directed | Offline Event Builder || Offline Event Builder |
at efficient resource utilization and flexible DAG-described workflows , |
o data carousel to efficiently process primarily tape-resident data | Calorimeter | 1 pass tracking |

o new ‘pchain’ command line tool to run arbitrarily complex
workflows can be an easy mechanism for setting up sPHENIX
workflows

2"d pass tracking

Particle Flow

Analysis

~~ Brookhaven T. Maeno, S. Padolski, A. Jaikar et al
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STAR: Databases & collaborative tools

e NPPS develops and maintains for STAR and RHIC:
o Databases & online tools: Online conditions, Offline calibrations, FileCatalog, Online meta-data
collector (MIRA), Document System, ShiftSignup, RunLog, Event Display, Experiment Status Plots
o Collaboration Record Keeping (aka PhoneBook): In-house tools developed because of a lack of
off-the-shelf software suitable to scientific collaborations
m  Anintegrated suite with uniform accounts, access, data
m The past year: reengineering to address wider interest, e.g. sSPHENIX
e Updated technology stack: React, GraphQL, Material-Ul

https://phonebook.sd(;c. binl.gov/demo/

’ff‘ STAR Collaboration: Phonebook

Institutions Deputy Spoke
Deputy Spoke

4 .
§ ‘

A.A. Logunov Institute for High Energy Physics Anatoly Derevschikov

AGH University of Science and Technology Mariusz Przybycien

2 Brookhaven Drnitry Arkhipkin
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STAR: geant4star

eant4star was developed to support the . .
9 P PP STAR Big Full Chain
forward upgrade physics program of the
i AgML 1.0: Geometry 0: Hi o >
STAR eXperIment (Singlgdescriptionforsimulation& é%ggtsgrgu;iétnffzi?ﬁiil:ct;i;gto ?é_‘%
o leveraging Geant4’s improved hadronic recovia Vie) AEML geometry modules) skl |z
physics models over GEANT3 StarGenerator StSensitiveDetector 58|11 O
. . (Modern “plug-and-play” VMC interface) (G4YMC callback object defined for each e g. |'<|'|
Comprehensive Cl test suite to sensitive volume) CARN
1 P i P External Decayer St*HitCollection (Cal and Tracker) & s
compare/validate against production simu | G it icvicinersce || Soretis ssocatesbmm s || | | O
. g2t tables)
First full release Oct 2021 — : 5| &
éghaLdz-omésa“gn;nent StMCParticleStack 2
nabled em i ith high- isi i
o Geant4.10.3.3, ROOT 6.16.00 trackingetectors). || scconsmadeeriamibnat S
Focus now is on physics validation, starting LS
. . StGeant4Maker
Wlth ca IO ri metry (Steering and VMC application interface) (default FTFP_BERT) (default G3 cuts)(...)
Geant 4.10.3.3, root 6.16.00, Geant4 VMC
:| Existing code from starsim |:| Existing prototype VMC application
| ] New code developed for geant4star modified and extended for Geant4
[ | External library dependencies
< Brookhaven Jason Webb
k‘ National Laboratory T. Wenaus Dec 2021 24



STAR: Modernized infrastructure

issues 4 13 iscussions ctions

e Migrated from CVS to git and GitHub

e Designated code maintainers, code
review/status checks prior to merge

e Clfor STAR repo set up using GitHub
Actions

o code is compiled on every pull request

e ClI build performed in a Docker container
with self-contained STAR environment &
dependencies

e Dependencies installed via Spack

369 workflow runs

Pullrequests lIssues Marketplace Explore

ent at Relativistic Heavy lon Collider

https://github.com/star-bnl/star-sw
https://github.com/star-bnl/star-git-tools

https://github.com/star-bnl/star-spack

~ ’ T e .
kf NBaI;icg]nca]h?b?r\a/ErrJ T. Wenaus Dec 2021 Dmitri Smirnov
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E I C S | m u Iatl O n eic-smear implementing detector

e NPPS responsible for eic-smear, the workhorse fast simulation for
EIC
e With EIC now in the (proto)collaboration phase, developing detailed
detector designs, full simulation becoming more important
e EIC software working group is developing a common Geant4
simulation toolkit for EIC
o the eAST (eA Simulation Toolkit) project
o EIC-directed, detector-agnostic simu toolkit using latest Geant4
(soon V11), led by one of the fathers of Geant4, Makoto Asai
Aim: common denominator simu toolkit 2022+ ECCE in eAST
Proto-collaborations well engaged in the project
o NPPS contributions:
m adapting proto-collaboration simulations to eAST
m prototyping integrated fast/full simu in eAST
e an area where eAST can add unique value
m software/documentation infrastructure

<" Brookhaven Kolja Kauder, Maxim Potekhin, Chris Pinkenburg
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C (O & github.com/eic

[ Repositories

EIC: Infrastructure, collaboration

My groups 37 groups

D Groups P

EICUG Collaborative Tools Support
eicug-collaborative-tools-sLpportelcug,org

e EIC-wide collaborative tools developed/maintained
mainly by NPPS

EICUG Computing Infrastructure Support
elcug-computing-nfrastructure support deicug.org

E10UG nstutone oot o  The main EICUG website
gciu‘s_v.‘nrgéf‘.gnRegmnoes,gn o  Google services: 37 groups for distribution of e-mail, group _

' Emp,m, calendars o
A — o BNL-hosted: Indico, Wiki, the EICUG Phone Book
e https://qgithub.com/eic software repositories
o Efficient collaboration in core software, documentation, web ‘
development
Ef;u:?ge‘e,in;c;mmmee o  Tools supporting developers: dOxygen, LXR code browser

ecvo s e The EICUG Software Group Website
) o https://eic.qithub.io/

B ol o o Hosted on GitHub Pages, secure, fast and efficient
skt o  Ahub for all EIC-related software, fostering teamwork and
) [ECLS Yo ent- Conp collaboration

EICUG Yellow Report - Detector
elcug yr-detectoribescug org

= Brookhaven Maxim Potekhin et al
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e Less disk and CPU usage for same data content
o 25% smaller files, x2-5 better single-core performance

- - o 10GB/s per box and 1GB/s per core sustained end-to-end throughput
I n e S O Wa re (compressed data to histograms)
]

o Native support for object stores (targeting HPC) R N Tu p I e
. LOSSy compression Event iteration
e Systematic use of exceptions to prevent silent I/O errors Rcading and wriling in event loops and [hroug
L TowardS RU n'3 RNTupleDataSource, RNTupleView, RNTupleRea@er7Writer
o  Co-coordinating ATLAS software as multi-threaded Athena (Release Logical layer / C++ objects
. . . Mapping of C++ onto columns
22) has entered production for Run-3, now doing a full reprocessing of - I e s R
RU n_2 d at a RField, RNTupleModel, REntry
’ H H R Primitives layer / simple types
o  We've led the design and much of the implementation of the new ORI PR i e o, s SO S
Run-3 analysis model, including new compact analysis formats SIOPRC i (Comprii ) fesv e Gl
. . . 8 RColumn, RColumnElement, RPage
o Leading implementation of ARM in current releases
Storage layer / byte ranges
[} Towards Ru n_4 HL_LHC RPageStorage, RCluster, RNTupleDescriptor
o Leading a proof of concept study of RNTuple for xAOD
o  Co-leading the US HL-LHC S&C R&D effort directed at Run-3 analysis model

Run 2 model, only for

m resolving how we can effectively use large heterogeneous
special cases in Run 3

HPCs, in particular their accelerators, following DOE’s mandate woome — sicxreen _
AOD 600 kB crgupcon (e

to do so DAOD_PIYS 50k~ Man Fun 3 m -
m  developing Al/ML capability within Athena (inference), and “gg Tor B E@
beginning to explore how event batching might boost
accelerator utilization to reach significant gains o0 (| ———
m completing and deploying FastChain fast simu/reco capable
of meeting 90% of Run-4 simulation needs () [

~~ Brookhaven Johannes Elmsheuser, Marcin Nowak
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eve
scheduling T! ‘» workload . Pt
. 14 ST, N Scheduler

ATLAS: Workflow management..... . - .5 =2 = - = 2% o
Steadily growing number of use cases and i S PNl
features supported in the PanDA ecosystem <&« {8~ - WS s T

e Recent focus on analysis-directed use cases such as ML (hyperparameter optirhizatibn, training),
active learning, pseudo-interactive analysis (integrations with Jupyter, Dask), analysis clouds
(Google cloud, AWS, K8s clusters), REANA (analysis preservation), pchain CLI (complex workflows
at the command line)

o iDDS (intelligent data delivery system) a major element of this, able to orchestrate workflows of arbitrary DAG-described
complexity. Collaboration with IRIS-HEP

e PanDA/iDDS based ML services supports scaling up of Al/ML applications in ATLAS and beyond

e BNL-led ATLAS-Google R&D collaboration has captured the interest and imagination of key ATLAS
analysis experts, working with us on innovative cloud analysis applications

e Support for (friendly) HPCs has had huge payoff: a huge new HPC in Europe delivered throughput
on the order of the entire ATLAS grid for months

e Extensive work from the core PanDA team supporting wider PanDA usage (Rubin, sPHENIX, ...)

o  Major documentation upgrade, iDDS scaling, Postgres back end, modern authentication mechanisms, quasi real time log
access, containerized services, ...
Brookhaven  Wenaus Dec 2021 T. Maeno, P. Nilsson, A. Klimentov, S. Padolski, FY Tsai et aI29
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https://panda-wms.readthedocs.io/en/latest/

PanDA/REANA: One example of a novel new integration

> ATLAS workflow automation via PanDA + iDDS (intelligent data delivery service) being
enhanced to send workflows to other automation systems, including REANA
> Active learning supporting ATLAS analyses is the first target

= Model parameter points in the original parameter space — Full production chain for each point —
RECAST for each point fo calculate CLs — Iterate with active learning to intelligently and
efficiently explore the parameter space

> Aiming to demonstrate the full machinery by the end of the year
> Will bring a new DAP capability: PanDA as the engine for DAP

workflows preserved with REANA s
_ IUREEEEE |DDS .......................................
.:r; - A
N reana
Model pars
Fs’aram LQ Evgen — Siml — Reco — Deriv RECAST s
pace - /
é’ '-) m\-N '-) 4\, I-ﬂCondor
b oA Gcogha%;d;sg k;\ BNL. aAWS
\Model pars
. i — DAOD . RECAST

Evgen —> Siml —> Reco —> Deriv

New param space
T. Wenaus Dec 2021
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ATLAS: Data management

e Storage is the tightest resource currently and at HL-LHC
e Data carousel tightly integrating workflow and data management
for efficient processing of tape-resident data in full production
o BNL NPPS and SDCC have led its development
o  See supplementary slide
e Leadership in managing ATLAS resource usage
e Rucio core development
o Reengineered and new components/features
m ‘conveyer’ transfer daemon
m ‘reaper’ deletion daemon
m  multi-hop
o  Shared Rucio expertise with Belle Il
e ATLAS data management readiness for Run-3
o Updated replication policies, managing large data export
streams with higher Run-3 data volumes, improved
automated cleanup and copy reduction
e Applying data popularity knowledge to intelligent data placement
k? Brookhaven

National Laboratory T. Wenaus Dec 2021

Data carousel

v | Cold Storage }

staging transfer

0 =) D

A
m e
i Send msg
getinfo iDDS Reactor
staging Fnyersll
trigger
submit task submit jobs

{ 0 PanDA

request
Data Placement Prototype

Ruco DB PanDA DB

Snapshot of the Available
Computing Resources

Datasets Rucio APl
C> Dataset Replica:
" Dataset Name Snapshot PostgreSQL. [+~
{user input)

Cale

Streaming over

WAN+Xcache ﬁq
D - ]

Grid site

pilot
5>

X
R
80

« [

prodsys

CRIC

| ing Weights n&
Storage Endpoint

nts

C. Serfon, A. Klimentov, T. Maeno et al
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https://github.com/rucio/rucio

ATLAS: Software infrastructure

Short CI and Nightlies status

summary

e Stability: <1% of jobs with technical problems

e Regular software updates, security patches
applied

e Best possible Linux VMs (no CPU steal, local

SSD)

ARM/aarch64 machine recently added

Sufficient reserve: can run 20% more jobs

Excellent BigPanDA -based monitoring

Good progress of Oplnt CI project

READY FOR RVNS

V e o 0 @

k? Brookhaven

National Laboratory T. Wenaus Dec 2021

7420 MRs

Developers: ;
opened in

514 git
contributors 2021

in 2021
CONTINUOUS 5
INTEGRATION ’
L,

itL
63 new " G t ab Jenkins Server
authors since 20,000 builds

June 2021 { BUILD FARM | annually, tested with

24 CC7 nodes 2000 int., unit tests
Oracle-based in
BigPanDA NIGHTLY @
display SYSTEM o
Jenkins Server

“ BUILD FARM
LXR Code Browser (NPPS/SDCC) 22 CC7 nodes
NEW: ARM thunderx

MR
shifters
(2 levels)

Multi-platform,
multi-project

(Athena, AthSimulation...)

builds

Number of Cl and Nightly Jobs per Year (prorated for 2021)

30000 = Cl jobs
Nightly jobs
Total jobs
20000

—

10000

0
2016 2017 2018 2019 2020 2021

Alex Undrus, Shuwei Ye -


https://twiki.cern.ch/twiki/bin/viewauth/AtlasComputing/OpIntCIProject

ATLAS: R&D project with Google

©

Now in Year 2 of the BNL-led ATLAS-Google R&D collaboration

Has become an R&D sandbox and technology evaluation platform

o  pythonic ecosystems

m PanDA+Jupyter+Dask for pseudo-interactive PHYSLITE

analysis
o  columnar analysis

m  BigQuery database for column-wise analysis
o data delivery/transformation/storage technologies
m  Parquet translation of PHYSLITE analysis format

o  Kubernetes ecosystem

m  PanDA now able to scale up workers via Kubernetes in

GKE, run large scale tasks on demand

Cost evaluation for possible research use
o NB the Google cloud is the computing facility for Rubin at present
Progressing well on the Year 2 goal: demonstrate usefulness of Google

cloud for analysis
o and discussing Year 3 plan

Brookhaven

National Laboratory
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D tabernetes ~7. PanDA Pilot
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Belle Il: Data, Calibration, Conditions

BNL is Belle Il US Tier 1

The biggest raw data center outside of KEK
Prompt calibration moved from KEK to
SDCC in 2020

e Belle Il S&C at BNL a collaboration between

©

NPPS, SDCC, and the neutrino group
(EDG)

Brookhaven

National Laboratory T. Wenaus Dec 2021

CDB dalabase
(Tier 1, US BNL)

Belle Il conditions database operated
from SDCC

Software development in NPPS

Software being reengineered/generalized
for sPHENIX and experiment-agnostic
generic product

NPPS provides database group
co-convenor and Global Tag manager

Paul Laycock et al
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BelleDIRAC

~
o DIRAC ( Transformation System

T

Sites . g
o Cluster
——— Cloud
’ DIRAC VF
()

©

Belle II: Distributed data management

Production Manager Data Manager End Users Operations

Production

client tools ) ( Web Ul

)

Management

o
Fabrication N
( | N

Brookhaven

National Laboratory

WMS

®

AN

Successful upgrade of Belle Il data management
to Rucio this year
o New DIRAC plugin for Rucio
o Updated Belle Il Dirac APIs
Performed transparently with minimal disruption to
the running experiment
o Positive feedback
o new user functionality: async deletion,
collections
~100M replicas, 18PB registered data, request
rate 80-100Hz
Integrating new features since the migration
o  ATLAS commonality: WebUI, popularity
o Belle Il developments fed back to the
community, e.g. lightweight monitoring

Cedric Serfon, Ruslan Mashinistov, Paul Laycock

T. Wenaus Dec 2021
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DUNE: Software and databases

e Software
o  BNL neutrino group leads development of Wire-Cell LAr TPC simu/reco/visualization package
m Collaboration with CSI via HEP-CCE on adapting Wire-Cell for GPUs
o NPPS has leading role in software framework requirements/design
m Recently reviewed by HSF, moving towards an implementation plan
m Addressing HPC and GPUs, data formats, potential use of HDF5
o Al/ML R&D underway with CSI on precision GAN-based sim/data systematics

e Databases
o NPPS co-coordinates DUNE databases
o New NPPS PostDoc starting on conditions DB
m Offline conditions workflows using ProtoDUNE data
o Participating also in other DB development: Parts Identifier, TimeScaleDB (slow controls)

e Participating in DUNE S&C CDR planned for 2022

~~ Brookhaven Brett Viren, Paul Laycock, David Adams, Lino Gerlach
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Rubin Observatory: Workflow management

e After 1+ years of an evaluation involving
substantial NPPS effort investment, Rubin
decided in August to adopt PanDA for
workflow management

e A challenging environment, approaching
ATLAS in scale: ~200k concurrent jobs,
complex workflows

e PanDA’'s new DAG support via iDDS is key
to flexibly and fully supporting workflows

e NPPS now hiring a new PanDA core team
member to contribute to Rubin and other
PanDA projects. BNL staff position open!

e PanDA instance at SLAC will be established
(PostgreSQL based, like the sPHENIX BNL

one)
k? Brookhaven

National Laboratory
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Rubin. Data Production System Vision

R. Dubois, Data Facilities Planning Workshop, 28 June 2021

b o Community
Raw Data: 20TB/night Prompt Data Products (6? via rilghtly alert siesins e e Brokers
m Sequential 30s images Alerts: up to 10 million per night v e Al
10— . e SEe—— ert Filtering
N covering the entire \ - Service
visible sky every few days % Results of Difference Image
Analysis (DIA): transient and via Prompt Products
variable sources 24 Database

Solar System Objects: ~ 6 million = Rubin DACs
(DFs & Chile)
Data Release Data Products Independent
DACs (iDACs)

Final 10yr Data Release:
eImages: 5.5 million x 3.2 Gpx
eCatalog: 15PB, 37 billion

objects

@ via Data Releases

Rubin Science Platform (RSP)

Rubin Science Platform

Access to proprietary Provides access to Rubin Data Products
data and the Science and services for all science users and
. . roject staff
Platform require Rubin el
data rights

Sergey Padolski, Shuwei Ye, Tadashi Maeno et al 37



AI/M L BNL HEP Al/ML Vision

e Growing rapidly at BNL, as everywhere
e Our approach: apply Al/ML after exhausting well understood "conventional" ways to extract
information from data

o  Use accrued domain knowledge to wisely guide the application of Al/ML
o  Produce results that can be understood and trusted, including their error properties

e Examples of AlI/ML projects underway are in the supplemental slides, no time!

Al/ML: Understanding Simulation Systematics

o New R&D in our neutrino program uses generative adversarial

networks (GANs) to train a model that Large Scale Sci i (LS4GAN)
p——

v’v"

Al/ML: Distributed, scalable ML services

HEP data to real data
e A given simulated event will then differ from its translated version
reveal real inaccuracies, artifacts, resolutions

AI/ML: ATLAS Fast Simulation he simulation

etween simulated events and their translated ‘ Hyperparameter optimization with PanDA/iDDS ‘ HPC ﬁ
e Atthe HL-LHC ATLAS aims to use fast simulation for 90% of its the modelling deficiency with respect to \ N — (
simulation statistics AilFast3 components N\
The fast simulation chain is projected to use 21% of processing in 2030 I {onts and their translated can be
With the full Geant4 simulation chain down to only 12% Ul offline software chain L]
® Using ML to improve both the speed and accuracy of the fast “ e between final outputs represents the overall detector
simulation is making good progress rescas stematic error Leveraging a variety of
® BNL-led work on speeding up the FastCaloGAN calorimeter = EE es and neural networks involved are large, distributed platforms in a
simulation has lately improved training speed by 2-3x and H Lcale processing for training and inference coherent way for intensive
evaluation speed by 5x from HPCs and the BNL-developed services to AI/ML processing

FastCaloGAN is the first ML based simulation code to
enter ATLAS production
e ML based simulation can efficiently leverage large
heterogeneous HPCs, which are increasingly designed and
imi; for good AlI/ML
e A FastCaloGAN training cycle takes ~1 GPU-month: ML
processing can already benefit from large scale resources

GANS in FastCaloGAN

- e toolstechnique to novel d
> Assume focus isjet features vs form

T. Wenaus Dec 2021
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https://docs.google.com/document/d/1MqbQVHhBiqHkt2aT7BOw9x0IovNM6Z5-OiRVaFkTnF8/edit?usp=sharing

Plans and priorities

e Sustaining and improving S&C in our running and soon to be running
experiments: ATLAS, Belle Il, STAR, sPHENIX, Rubin

e Continuing to grow cross-experiment contributions, common activities,
collaborations

e sPHENIX readiness as BNL's next major experiment, to start up in 2023

e The intensive development program remaining for HL-LHC readiness

e Supporting the EIC as it moves to detector collaborations and the detailed design
phase

e Last year: “Growing new opportunities: Rubin Observatory, DUNE, ...” ...
check, check! :-)

e Building more AI/ML experience and activity

e Building data & analysis preservation as an integral part of the experiment life
cycle, from PHENIX to others

k? Brookhaven

National Laboratory T. Wenaus Dec 2021 39



Many thanks

e Many thanks to those in the BNL Physics Department and elsewhere who
contributed to this talk, and many more who have contributed to the work

described

e An inevitably partial list of contributors:
o David Adams, Dmitry Arkhipkin, Fernando Barreiro Megino, Costin Caramarcu, Tim Chou, Kaushik

De, John De Stefano, Johannes Elmsheuser, Yuri Fisyak, Carlos Gamboa, Vincent Garonne, Robert
Hancock, Chris Hollowell, Jin Huang, Amol Jaikar, Kolja Kauder, Hongwei Ke, Alexander Kiselev,
Alexei Klimentov, Eric Lancon, Paul Laycock, Christian Lepore, Jane Liu, Meifeng Lin, Tadashi
Maeno, Ruslan Mashinistov, Paul Nilsson, Marcin Nowak, Joe Osborn, Sergey Padolski, Louis Pelosi,
Victor Perevoztchikov, Chris Pinkenburg, Maxim Potekhin, Tejas Rao, Ofer Rind, Cedric Serfon, Dmitri
Smirnov, Jason Smith, Will Strecker-Kellogg, Alex Undrus, Gene Van Buren, Brett Viren, Jason Webb,
Tony Wong, Iris Wu, Shuwei Ye, Alex Zaytsev, Xin Zhao

. .
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BNL Box Cloud Storage

BNL Box - Enterprise File Sync-and-Share system based
on Nextcloud and integrated into the SDCC to provide
flexible, easy-to-use, unified cloud storage for all BNL

scientific users \\[={8)¢

e Account with 50GB (default) available to all BNL Lo il S0 o WL Acoomsd
users with SDCC or AD accounts — currently 293
users, ~4TB data

e High performance Lustre storage (1 PB usable) with
40 Gbps WAN-to-storage network capacity

e Data access via command line, browser, desktop &
mobile clients, including automated synchronization

e Flexible file-sharing methodologies for sharing data
with external collaborators (e.g. CFN scans, Belle-Il
logs,...)

e Custom tape archiving capability (via Lustre & HPSS)
for large data sets

L? Brookhaven

National Laboratory
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Invenio-based Digital Repositories at SDCC

® Invenio is a open source framework to build scalable
digital repositories e.g CERN Videos and Zenodo

INVENIORDM s s

® SDCC also supports computing infrastructure for
Invenio based applications, along with customized
network, storage and Authentication infrastructure
enabled to host services (production, testing and
developing).

® |Invenio is used to build community driven digital
repositories for example the SET: National Nuclear
Security Administration repository

® SDCC is part of the invenioRDM project, a Y
multi-disciplinary effort to build a community supported eSSt @y e
Research Digital Repository based on invenio.

InvenioRDM will replace Zenodo B~ B L
- o

® Different BNL communities will migrate their Zenodo
based repositories to invenioRDM (EIC-Zenodo) e gy B .,

nnnnnnn

o InvenioRDM v6.0 (with long-term support)
released in August 2021

(,\ Brookhaven
National Laboratory 23

T. Wenaus Dec 2021

43



EIC: Generators

 EIC MC collection is consolidated

EIC > MCEG

MCEG &
Group ID: 6432289

M

Monte Carlo Event Generators for the EIC

Subgroups and projects  Shared projects  Archived

comptonRad @
Compton generator written by M. Swartz (b

DJANGOH-4.6.10 &
DJANGOH simulates deep inelastic lepton-

DPMJetHybrid @&
A generator to simulate ep/eA DIS events b

MILOU @
Monte Carlo generator for deeply virtual Cc

PEPSI @
PEPSI (Polarised Electron Proton Scattering

PYTHIA-PP &
Based on PYTHIAG (6.4.28) with wrappers

PYTHIA-RAD-CORR @
Based on PYTHIA6 with radiative correctior

k? Brookhaven

National Laboratory

AT e gy O

UNUC, P

uction,
Monte Carlo Event Generators Hybrid .

PYTHIAG
BeAGLE
DJANGOH
MILOU
RAPGAP
PEPSI
eSTARlight ¢

2 prograt

Sartre @

VRN

Other Software
BeAST Magnetic Field

I

GitHub for the EICUG

T. Wenaus Dec 2021

PEPSI

[ Sartre\

gmc_trans

e/

YTHIA8, HERWIG, ... |

& kkauder / eJETSCAPE  Private

<> Code

@ lIssues

1% Pull requests

% jhputschke / J2XSCAPE-DEV

forked from JETSCAPE/JETSCAPE

<>Code (D lssues 1

... and growing]!

Kolja Kauder

1% Pull requests 2
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Data Carousel Recent talk

® Data Carousel: on-demand reading from tape without pre-staging

® Uses a rolling disk buffer whose size can be tuned to suit available ‘
resources and production requirements Copy

® Key to success: rate at which data can be staged to disk at the Tier-0 and - < —_—
Grid sites and processed

® Technique can eventually be used for any experiment
O Two tape challenges during 2021 to address I/O tape performance at WLCG Tier-1s (4 LHC VOs)

® In ATLAS production today for data reprocessing, derivation and Monte-

Carlo production L
Data Carousel workflow and New distributed software

component : intelligent Data Delivery Service (iDDS)

ProdSys2
» \_Cold Storage }

Streaming over
D WAN+Xcache @

Production request is
submitted by user

ay
& 5 Grid site
\\_] Data is N oy, Ao @”}
l j s o »°
‘RUCIO v staging transfer @ D
Prodsys2

oo ‘ L ow ]

(P Task
N Enough Yes \

uuuuuu romove aata | N

Send msg (
Reactor
PandaDB
trigger
B3 H submit task (T ) submitjobs C}
ph 3 ' prodsys JEDI PanDA

¢ Brookhaven
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https://cernbox.cern.ch/index.php/s/LyqQx7GhIkKInj0
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Al/ML: BNL HEP Al/ML Strategy

BNL HEP Al/ML Vision

e ML is accepted as an important tool capable of improving our physics reach
o As it has been for over 30 years
e The ‘deep learning revolution’ over the last decade has made Al/ML an ever
more powerful tool in our analytical toolkit
o Leveraging rapid growth in AI/ML and related analytic techniques/tools (e.g. back propagation)
and accelerated architectures tailored to Al/ML
e Apillar of BNL’s scientific computing strategy: Apply AI/ML in creating
solutions to scientific computing challenges in experiment and theory
e We see AI/ML as a tool and approach to apply after exhausting well
understood "conventional™ ways to extract information from data
o Use accrued domain knowledge to wisely guide the application of Al/ML
o Produce results that can be understood and trusted, including their error properties
e Afew example activities...
E*;ggh?gggg“ T.Wenaus Dec 2021
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New R&D in our neutrino program uses generative adversarial

Al/ML: Understanding Simulation Systematics

networks (GANSs) to train a model that translates simulated
HEP data to real data

A given simulated event will then differ from its translated version
in ways that can reveal real inaccuracies, artifacts, resolutions |
and biases in the simulation

The difference between simulated events and their translated

form represents the modelling deficiency with respect to j

actual data -

o Simulated events and their translated counterparts can be propagated
through the full offline software chain

Large Scale Suentlflc Simulation Systematics GAN (LS4GAN)

simulation

data

deconvoluted waveform with
loose low frequency filter

| Collaborating with BNL Cs1
LS4GAN: To precisely handle of systematic differences between
simulation and reality using GANs

* to augment simulation

* to help understanding of sim-data difference

* https://Is4gan.github.io/

Main idea: Domain translation without paired data, e.g. CycleGAN

(G)

Generator

(@)
JojeulwdsIq

JojeujwLdsiQ

Mone!

o The difference between final outputs represents the overall detector
simulation systematic error

The data volumes and neural networks involved are large,
requiring large scale processing for training and inference that
can benefit from HPCs and the BNL-developed services to use
them easily

Brookhaven

National Laboratory
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Three year HEP/NP LDRD program

v

v vYyy

o First two years: DUNE/LAfTPC

Develop/validate concept and software tools.

Assume focus is systematics of LArTPC detector response.

First step: 1D — 2D detector response model as “fake” — “real”
Second step: 2D model — real data from single-phase ProtoDUNE

@ Third year: sSPHENIX

» Generalize tools/technique to novel domain.
> Assume focus is jet features vs form factors and detector response.
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AlI/ML: ATLAS Fast Simulation

At the HL-LHC ATLAS aims to use fast simulation for 90% of its

simulation statistics

The fast simulation chain is projected to use 21% of processing in 2030
With the full Geant4 simulation chain down to only 12%

Using ML to improve both the speed and accuracy of the fast
simulation is making good progress

BNL-led work on speeding up the FastCaloGAN calorimeter
simulation has lately improved training speed by 2-3x and
evaluation speed by 5x

FastCaloGAN is the first ML based simulation code to
enter ATLAS production

ML based simulation can efficiently leverage large
heterogeneous HPCs, which are increasingly designed and
optimized for good Al/ML performance

A FastCaloGAN training cycle takes ~1 GPU-month: ML
processing can already benefit from large scale resources

AtlFast3 components

Calorimeters Muon
' Spectrometer
FastCaloSimv2
FastCalo | FastCalo | FastCalo
Sim V2
By, < (8-16) Gev | (8-16) GeV <y, @6

o

o

Muon

Punchthrough
+Geant4

© GANS in FastCaloGAN

Conditional WGAN-GP

Dense
100
RelU

Generator
Output
Dense
NVoxel
RelU

Dense
200
RelU

Latent
Space (50)

Discriminator

Output Dense

NVoxel
RelU

Dense
NVoxel
RelU

Dense
NVoxel
RelU

Dense
NVoxel
Linear
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Al/ML: Distributed, scalable ML services

Hyperparameter optimization with PanDA/iDDS

Harvester

Submit pilot + job
via Kubernetes

-\
% Search space A
=
2
%

5 b 4
Leveraging a variety of & .
distributed platforms in a . a1 Ei
coherent way for intensive Convert — || g

Al/ML processing

sample

ﬁ Send search space +
:

optimization algo

processing

Execute Produce new
processing samples
A

Distributed ML services with Trigger next iteration 2nd sampling
PanDA/IDDS ll space

() Hyperparam

. sample .

B i : \ &

SRy

3rd samping
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v ) (&) Dinoiaven —-———‘ space
Google Cloud Hyperparam l'l L Y
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