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Geant4 will likely remain as the main
detector simulation engine for HENP in
2030’s.

— Let me try to present my personal
view on how Geant4 would/should
evolve in coming 10 years to meet
the requirements of 2030’s.

This is a personal view.

— In this presentation, I'm not
representing any institution or
collaboration.

— And | won'’t take any responsibility on
ensuring these evolutions to happen
unless I'm paid for.
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Introduction

Geant#4 is being used in many different fields where simulation of
radiation passing through and interacting with matter is critical.
User domains include: high energy and nuclear physics, medical
physics and space engineering, shielding protection and more.

Its abstract layers based on robust OO design enables flexibility
and extendibility of the code, and its open-source code and open
collaboration have allowed substantial extensions of the code.
New features are constantly added to the code, while increasing
attention is paid to improving software performance and
robustness by employing cutting-edge software engineering
technologies.

New physics
The flexibility and extendibility of
Geant4 design allows it to be applied 4
to new physics domains. These include
the physics of condensed matter
(phonon transportation in crystals,
drift of electrons and holes in
semiconductors) and processes for
bio-chemical substances and DNA.

SuperCDMS Cryogenic Dark Matter
Search seeks to directly detect dark
matter. Geant4 models the caustic
pattern in 2 Ge crystal ieft) by
tracking individual phonons (right)

Geant4 performs il

mission critical studies

of radiation and

charging effects on

spacecrat electronics. Impact of Nean
0t IR0=200 0K,

Reactions of radicals available in Geantd.

Geometry

The flexibility and extendibility of
Geant4 design also enables handling rich
collection of shapes including CSG
(Constructed Solid Geometry), Boolean
operation, Tessellated solid, etc. and the
user can easily add new shapes. Geant4
geometry navigation can deal with
setups up to billions of volumes with
automatic optimization. In addition,
geometry models can be ‘dynamic’, Le.
changing the setup at run-time, e.g.
“Moving objects”.

KX

Software quality assurance

Geant4 uses moden tools to manage the code and improve code
quality: from handling issues with JIRA to continuous testing
integration with CTest/CDash, profiler based optimizations,
Quality/Assurance (Coverity,Valgrind, etc.), and IDE integration

(Xcode, Edlipse, VisualStudio). P —
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New era - Geant4 version 10 series
The new release of Geant4 —Version 10.0 (December 2013)
include event-level parallelism via multi-threading. To efficiently
use new computing architectures the workload of a single job is
sub-divided to many worker threads each responsible for the
simulation of one or more events. Version 10.0 has already shown
good scalability on a number of different architectures: Intel Xeon
servers, Intel Xeon Phi co-processors and low-power ARM
processors
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Exynos 4412 Quad-Core @ 17 GHz
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Total memory consumption of Intel
Xeon Phi 7120° @ 1.238GHz

Investments for the future
Geant4 collaboration members are participating in various
ions of emerging technologies. These technologit

pl gl include
GPUICUDA, OpenCL, OpenACC, vectorization, DSL, etc.
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Who am I?

* Under-grad
— lon implantation simulation
e Graduate student

— CERN NA23 : worked with original GEANT developers

e Solenoidal Detector Collaboration @ SSC
— Detector simulation group
— Early discussions on GEANT evolution
e Geant4 R&D

— Not because of 00/C++ knowledge but long history with GEANT
e ATLAS @ LHC

— CHAOS (CompreHensive Atlas Object-oriented Simulator) project
* Moved to SLAC

— Geant4 Deputy Spokesperson (2001-2010)

— Geant4 Spokesperson (2010-2020)
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Geant4 History

N

Early discussions, for example at CHEP 1994 @ San Francisco

4 '§ — “Geant steps into the future” R. Brun ef al.
a E — “Object oriented analysis and design of a GEANT-based detector
simulator” K. Amako et al.
 Dec’94 — R&D project start
& § «  Apr’97 — First alpha release
= o e Jul '98 — First beta release
 Dec 98 — First Geant4 public release - version 1.0
§ « Several major architectural or design revisions
s — E.g. STL migration, cuts per region, parallel worlds, multithreading
S
g « Dec 4™ '20 — Geant4 version 10.7 release
2 — Jun 11,21 — Geant4 10.7-patch02 release === Current version
*  We currently provide one public release every year.
— Dec 10", '21 — Geant4 11.0 release +——— Major release :
\/ intfroducing Task-based

parallelism
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Geant4 is widely adapted because...
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* Of course, wide coverage of accurate physics models, powerful geometry package, nice
GUI and Visualization options, etc., are provided.

e |tis atoolkit, so it was easily adapted or wrapped into user’s framework.

e But also, stability of the major API’s is an important aspect.
— New architectures were well encapsulated and mostly invisible to the user.

— For example, when Geant4 introduced multithreading, migration of user’s code
was extremely simple and straightforward.

* Except making user’s code itself thread-safe...
» Stability of major API’s also incubates new developments / contributions.
— New physics models, new geometry modules, new GUI and Vis drivers, etc.

* Most cases, new functionality based on new architecture comes with additional API’s
rather than changed API’s.

 Geant4 is not a turn-key application, and should not be a turn-key application in 2030’s.
Thus, user must build an application on top of Geant4.

— Do not create too many layers of thick wrappers. Better having a single thin
wrapper for the sake of quick catching up of new interfaces.

Geant4 in 2030 ~ a personal view (M. Asai)




Geant4 as a detector simulation engine

Initialization
=

Ru

Simulation output

- geometry
- X-section

MC Event Gen
(Primary event)

- histograms
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n .
-5) - detector hits
& - Monte Carlo truth
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1 Process
- physics
- field integration
- volume boundary

Y

Detector
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Geant4 evolutions in parallelization

1. Sequential mode : original since Geant4 v1.0
— Single core (thread) does everything

Geant4 in 2030 ~ a personal view (M. Asai)




Sequential mode

main()

G4RunManager

G4EventManager

\

G4TrackingManager

G4SteppingManager
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Geant4 evolutions in parallelization

N

1. Sequential mode : original since Geant4 v1.0
— Single core (thread) does everything
2. Multithreaded event-level parallelism mode : since Geant4 v10.0 (Dec.2013)

— Taking the advantage of independence of events, many cores (threads) process
events in parallel

— Geometry / x-section tables are shared over threads

Geant4 in 2030 ~ a personal view (M. Asai)




Geant4 runs in multithreaded mode
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Detector geometry & Transient per event

cross-section tables MEMORY SPACE data (tracks, hits, etc.)

=
=
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o
< AVAILABLE CORES
= l'll'll ......
J\_
Actlve cores Unused cores
MEMORY SPACE

Active cores
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Multithreaded mode

ey An

D AN

main() Master thread

///-\\\
G4WorkerRunManager - hager - ser —-
G4EventManager —- ser —- r —-
G4TrackingManager -—- nager —- ger —-
G4SteppingManager —- nager—- er -_-
Worker thread #0 | Worker thread #1 Worker thread #2
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Multithreaded mode in Geant4 v.10 series _, ...

SpeEdup <y = TO8
140 F T T . T T 1 o .
§ o< Sle >l . Geant4_has_successfu|ly run with
120 - physical cores | First hyper-- |-Second hyper- | Third hyper- 1 a combination of MT and MPI on
ool O™ | threading .- | threading Mira Bluegene/Q Supercomputer
a (@ANL) with all of its 3 million
3 80f
D threads
v
g ® — Full-CMS geometry & field
or — Demonstrated that spare
Nt o time of Mira was enough to
" Q A 1 | 1 Inte‘ Xeon Phi™ 3120A ' cover Run-2 LHC
CRErrrrr— 100 150 alc)aoy - simulation needs
Num Threads i . o
Argonneé s Mira Activity — 1/0is the limiting
i —— ~ factor to scale large

concurrent threads:

R R ,
R » Granular input

R10 R11 R12 R13 R14 R15 R16 R17 R18 R19 R1A R1B R1C R1D R1E R1F d ata fi I e S

;..... output data
R * P

R20 R21 R22 R23 R24 R25 R26 R27 R28 R29 R2A R2B ' /h i Stog ra m S,
etc.
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Geant4 evolutions in parallelization

N

1. Sequential mode : original since Geant4 v1.0
— Single core (thread) does everything
2. Multithreaded event-level parallelism mode : since Geant4 v10.0 (Dec.2013)

— Taking the advantage of independence of events, many cores (threads) process
events in parallel

— Geometry / x-section tables are shared over threads

3. Task-based event-level parallelism mode : since Geant4 v11.0 (Dec.2021)
— Decoupling task (event loop) from thread
— More flexible load-balancing

Geant4 in 2030 ~ a personal view (M. Asai)




Task-based parallel mode
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Geant4 evolutions in parallelization

N

1. Sequential mode : original since Geant4 v1.0
— Single core (thread) does everything
2. Multithreaded event-level parallelism mode : since Geant4 v10.0 (Dec.2013)

— Taking the advantage of independence of events, many cores (threads) process
events in parallel (event-level parallelism)

— Geometry / x-section tables are shared over threads
3. Task-based event-level parallelism mode : since Geant4 v11.0 (Dec.2021)
— Decoupling task (event loop) from thread
— More flexible load-balancing
4. Task-based sub-event parallel mode : planned (Dec.2022")
— Split into sub-events and task
— Sub-event:
e Sub-group of primary tracks, or
* Group of tracks getting into a particular detector component
— Suitable for heterogeneous hybrid hardware

Geant4 in 2030 ~ a personal view (M. Asai)




Sub-event parallel mode
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main() Master thread
G4TaskingRunManager -
[ .
/
[ L Worker thread
[ [ Worker thread
G4WorkerRunManager -
— G4EventManager —-

N

> L
N
[ [ G4EventManager |— GA4Event
A Tracking Manager A Track
A Stepping Manager A Step




Hybrid computing — what GPU should do

 Two different usages of GPU
1. Full Monte Carlo detector simulation
2. Fast simulation

Geant4 in 2030 ~ a personal view (M. Asai)




Monte Carlo simulation on GPU — lessons learned

* |tis hopeless to port the entire Geant4 to a single process on GPU.
— Each GPU process should have limited scope.
* Physics coverage, particle type, geometry/material

» E.g. optical photon transport, EM shower in calorimeter (w/o back splash or
punch through)

* Atask on GPU should behave like a blackhole.
— The darker a task is, the better performance it has.
* “Darker” means “less output”.
— Step/track should not be taken out.
* Reshuffling tracks over tasks is the worst thing to do.
— Minimize taking step/track information.
* E.g. transferring output is a serious bottleneck.

Side note:
Geant4 version 11.0 will include the first version of G4HepEm
module, a complete set of EM physics specialized and optimized
for HEP calorimeter, potentially ported to GPU.

Geant4 in 2030 ~ a personal view (M. Asai)




Geant4 as a detector simulation engine

Initialization j> RU

- geometry
- X-section

n-@ >
.@:

N\

Stack

Simulation output
- detector hits
- Monte Carlo truth

- histograms

MC Event Gen

(Primary event)

S <> ¢

=

Track
A ¥

Step -;@
I Process
- physics
- field integration
- volume boundary

Y

Detector
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Geant4 as a detector simulation engine
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Initialization [ Run | > | Simulation output
- geometry '3\ /y - detector hits
- X-section - Monte Carlo truth
l@ - histograms

d

Stack rac
= e

MC Event Gen

(Primary event) Step -:
Sorter / ' Process
Merger & - physics
\ - field
= - volume
Some sub-event tasks fit well to GPU ‘§:§ J,L
E.g. optical photon transport, EM
shower in calorimeter (w/o back 1 Detector

Sub-event
splash or punch through) Tack w <,:D
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Sub-event parallel mode
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Fast simulation with GPU

N

e Classical fast simulation such as Gflash or modern fast simulation powered by Al
— Parameter optimization is an ideal usage of GPU (ML, in particular) /!
— Parameters must be optimized / tuned for every detector
e Start training as soon as detector hardware is fixed

* Need careful consideration for outgoing tracks.
— Back splash or punch through track will be the bottleneck.

e Fast simulation must not be applied to a detailed geometry.
— Lessons learned on Gflash shower parametrization

— CMS successfully employed Gflash on its crystal calorimeter, while ATLAS couldn’t
use Gflash on its accordion calorimeter.

— Geant4 allows more than one geometry descriptions
e “Layered mass geometry”

Geant4 in 2030 ~ a personal view (M. Asai)




Layered mass geometries in parallel worlds

» Parallel geometry may be stacked on top of mass geometry, allowing a user to
define more than one worlds with materials (and region/cuts).

— Track will see the material of top-layer, if it is null, then one layer beneath.

— Alternative way of implementing a complicated geometry by Boolean
operation

Mass world Parallel world

Geant4 in 2030 ~ a personal view (M. Asai)




Layered mass geometries in parallel worlds - continued

« A parallel world may be associated to some selected types of particles.
— May define geometries of different levels of detail for different particle types

« e+, e- and gamma do not see volume boundaries defined in the parallel
world, i.e. their steps won’ t be limited

— Shower parameterization such as Gflash may have its own simplified geometry

Geometry seen by e+, e-, vy  Geometry seen by other particles

Geant4 in 2030 ~ a personal view (M. Asai)




Simulation challenges toward 2030

N

* Simulation throughput needs to increase by O(10-100)

— Contribution of simulation to maintain the systematic uncertainty low
* New detector hardware comes with higher demands

— e.g. highly granular calorimeter

* Strategy
— Detailed simulation as much as possible
e OnCPU
— When sustainable or when no alternative

— With creativity (e.g. stack management, layered mass geometry, event
biasing, ...)

e OnGPU
— Combining variety of single-purpose, optimized tasks
— QOutput must be minimized

— Fast simulation as much as needed

e OnCPU
— Parameter optimized by GPU

e OnGPU
— Al-based fast simulation

Geant4 in 2030 ~ a personal view (M. Asai)




eAST (eA Simulation Tool)

1 Ao
N

 eAST is a turn-key application as well as a toolkit
for Electron-lon Collider simulation studies built
on top of Geant4. (((6 )))) @@ST

* Requirements:
SOFTWARE

N

— ability to reuse existing simulation works
— ease of switching detector options with comparable levels of detail
— ease of switching between full Monte Carlo and fast simulation at component level

— ability to integrate beam test setups for physics validation and optimization of fast
simulation parameters

and

— thinnest wrapper for direct use of native Geant4 functionalities as much as possible
* for timely catchup of Geant4 evolutions
* for leveraging new and rapidly evolving computing architectures

* Strong tie-up

— EIC user community

— eAST development team

— Geant4 core developers

el AL
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Scene tree History

eAST (eA Simulation Tool) - https://eic.github.io/east/
‘ A)ST

Search :

Command
control
units
profiler
geometry
tracking
particle
event
cuts

component
geometry
material
physics
generator
initialize
analysis

vis

gui

material

analysis

heptst

physics_engine

gps

Threads: Al B a @ @

wuwrT Numper—orevents >
G4WT1 > User=0.430000s Real=0.179384s Sys=0.040000s [Cpu=262.0%]
G4WT0 > Thread-local run terminated.

GAWTO > Run Summary

G4WTO Number of events processed : 63

G4WTO User=0.470000s Real=0.199317s Sys=0.050000s [Cpu=260.9%]
Run terminat

>
>

Run Summary =
Tsercs. 740000 Probes_volFix_0 Enies =700
108 Sronts peve il
“éé‘{,i,;{ °3$‘;},;; RMS 92.4956
ange the up o_()4
1e—05 bocrecsof “n_umu nLr| ) e r\Jﬂ [y
Session : 1e—06 [0 U J I\ll_! M‘-1
107 5 I
e—08 =]
e—09
001 01 1 10 100 1000
MeV]
Probes_protonfFlux_0 EEes 1Baild
Mean 113.168

RMS 95.7345
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To sum up

« This is a personal view.

« Geant4 will likely remain as the main detector simulation engine for HENP
experiments in 2030’s.

— And also for training AI/ML

« There are plenty of opportunities in GPU-based detector simulation.
— Both in full Monte Carlo and fast simulations
— Each GPU process should have limited scope.
— Each GPU process should make minimal output.

« Geant4 is making steady steps to meet requirements.

— As a simulation engine that runs on heterogeneous computing
architecture.
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